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Alfonso Corz, Jose ´ M. Gutié rrez, and Juan A. Martı ´n

479 Critical Values of GrÕRe for Mixed Convection in Vertical Eccentric Annuli With IsothermalÕAdiabatic Walls
Esmail M. A. Mokheimer and Maged A. I. El-Shaarawi

482 Critical Heat Flux of Multi-Nozzle Spray Cooling
Lanchao Lin and Rengasamy Ponnappan

485 Analysis of Madejski Splat-Quench Solidification Model With Modified Initial Conditions
D. Sivakumar and H. Nishiyama

ERRATUM
490 Erratum: ‘‘Radiative Heating of Semi-Transparent Diesel Fuel Droplets’’ †Journal of Heat Transfer, 2004, 126„1…,

pp. 105–109‡
S. S. Sazhin, W. A. Abdelghaffar, E. M. Sazhina, S. V. Mikhalovsky, S. T. Meikle, and C. Bai

The ASME Journal of Heat Transfer is abstracted and indexed in the
following:
Applied Science and Technology Index, AMR Abstracts Database, Chemical Abstracts,
Chemical Engineering and Biotechnology Abstracts (Electronic equivalent of Process
and Chemical Engineering), Civil Engineering Abstracts, Compendex (The electronic
equivalent of Engineering Index), Corrosion Abstracts, Current Contents, E & P Health,
Safety, and Environment, Ei EncompassLit, Engineered Materials Abstracts, Engineer-
ing Index, Enviroline (The electronic equivalent of Environment Abstracts), Environment
Abstracts, Environmental Engineering Abstracts, Environmental Science and Pollution
Management, Fluidex, Fuel and Energy Abstracts, Index to Scientific Reviews, INSPEC,
International Building Services Abstracts, Mechanical & Transportation Engineering
Abstracts, Mechanical Engineering Abstracts, METADEX (The electronic equivalent of
Metals Abstracts and Alloys Index), Petroleum Abstracts, Process and Chemical
Engineering, Referativnyi Zhurnal, Science Citation Index, SciSearch (The electronic
equivalent of Science Citation Index), Theoretical Chemical Engineering

„Contents continued …

Volume 126, Number 3Journal of Heat Transfer JUNE 2004

Downloaded 05 Feb 2011 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm

http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000126000003000410000001&idtype=cvips
http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000126000003000419000001&idtype=cvips
http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000126000003000425000001&idtype=cvips
http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000126000003000434000001&idtype=cvips
http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000126000003000445000001&idtype=cvips
http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000126000003000453000001&idtype=cvips
http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000126000003000463000001&idtype=cvips
http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000126000003000471000001&idtype=cvips
http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000126000003000490000001&idtype=cvips


Ted D. Bennett
Department of Mechanical and Environmental

Engineering,
University of California,

Santa Barbara, CA 93106

Determining Anisotropic Film
Thermal Properties Through
Harmonic Surface Heating With a
Gaussian Laser Beam: A
Theoretical Consideration
The phase of a temperature field resulting from the harmonic surface heating of a film can
contain sufficient information to determine the film thermal properties. The case of a film
having anisotropic properties and heated by a Gaussian laser beam is analytically ana-
lyzed. The transient part of the solution is expressed in terms of a complex temperature
field to relay both amplitude and phase information. A general solution for the tempera-
ture distribution throughout the film and substrate is presented and analyzed to assess
strategies for resolving multiple thermal properties of the film based on the underlying
heat transfer. A sensitivity analysis is performed and two limiting cases of the solution are
analyzed to resolve the in-plane conductivity, across-plane conductivity, and heat capacity
of the film using surface temperature phase measurements.@DOI: 10.1115/1.1735758#

Keywords: Analytical, Heat Transfer, Periodic, Properties, Thin Films

1 Introduction
The temperature field resulting from modulated surface heating

of a film can be interrogated for phase information, which in turn
may be used to determine thermal properties of the film. Many
approaches have been adopted, with the significant differences
being related to the method of heating and the method of tempera-
ture detection. Analysis performed in support of these measure-
ments usually differs in the temporal form of heating~pulsed or
periodic!and the geometry of the heat diffusion path~heat dissi-
pated from a plane, line or point being some of the limiting cases!.
The use of temperature phase measurements of a film heated with
a modulated source is becoming a well established method for
determining thermal properties of films. However, except for the
simplest situations, few analytic solutions have been worked out,
with the more complicated situations, such as anisotropic films,
being resolved numerically. While this does not hinder the ability
to fit experimental measurements, it does inhibit the insight gained
from seeing the form of the solution that is realized though ana-
lytic work. The current analytic analysis shows dimensionally
how the anisotropic film thermal properties dictate the phase re-
lationship between the laser heating and the temperature field.
Analysis reveals that the phase shift in temperature is a conse-
quence of multiple thermal diffusion length scales interacting with
other important length scales such as the film thickness and the
beam radius. Since both the beam size and the diffusion length
scale may be varied, limiting cases of the solution are analyzed
with some practical relevance.

Many film property measurement techniques have been devel-
oped over the years. Flash methods measures the diffusion time
across a thin film by probing the temperature rise at the back
surface resulting from a heat pulse delivered to the front surface
@1,2#. Many variations on this technique exist, distinguished in
part by the method of heating and temperature sensing. Lasers are
frequently used as the heating source, in which case the method is
known as laser flash. The laser flash method has been used to

investigate anisotropic films by varying the position of the tem-
perature measurement on the back surface@3#. One disadvantage
of the flash method is that access to the back surface requires thin
free-standing samples. However, other methods have been devel-
oped to probe the front surface. The photo-acoustic method heats
the surface of a film with a laser and probes the phase of the front
surface temperature rise from the acoustic wave emitted through
the air@4,5#. The mirage or optical beam-deflection method heats
the surface with a laser and probes the front surface temperature
rise through refractive index changes that occur in the air above
the surface@6–8#. The mirage method has been applied to the
study of anisotropic samples@9#. The thermal reflectance tech-
nique heats the surface with a laser and probes the surface tem-
perature rise through reflectivity changes that occur at the wave-
length of a probe beam. This technique has been used with heating
and probing beams in close proximity, for lateral diffusivity mea-
surements at micrometer scales@10#.

Harmonic heating of films can also be accomplished with Joule
heating. The 32Vtechnique uses a lithographically patterned
wire affixed to the surface of a film for both Joule heating and the
temperature measurement via resistivity changes@11#. This tech-
nique has also been used to investigate the thermal properties of
anisotropic films@12#. A variant of this technique uses optical
thermometry to monitor the wire temperature, and variation in the
wire ~film! width to determine in-plane versus across-plane con-
ductivities @13#. A major draw back to the 32Vtechnique is the
extensive sample preparation required, in contrast to most of the
techniques using a laser as the heating source.

In the present work, theoretical analysis is performed on an
anisotropic film heated by a spatially Gaussian laser beam. The
purpose of this analysis is to elucidate the dependency between
the phase of the temperature field and the thermophysical param-
eters of the problem, thereby illuminating strategies for measuring
these properties. The most convenient access point to probe the
temperature field is the surface. Phase information is preferred
over amplitude because of the difficulty of making absolute tem-
perature measurements~with pyrometric techniques for example!.
In contrast, the absolute value of phase can be directly determined
using the laser as a reference.
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The heating source and geometry are chosen for relative ease of
experimental implementation and for having sufficient dimen-
sional complexity to resolve anisotropic properties. Complexities
of the actual temperature measurement needed are not addressed
in this work; elsewhere, pyrometric measurements are being in-
corporated into a numerical solution of this problem. Here, analy-
sis of the temperature is performed to assess theoretical strategies
for resolving multiple thermal properties of the film. The film
surface at the beam center is used as an interrogation point to
understand the characteristics of the solution. However, the exact
solution could be used to evaluate any or all parts of the domain,
depending on actual interrogation requirements.

2 General Solution
The problem is illustrated in Fig. 1. The film is assumed to be

spatially homogeneous with isotropic in-plane conductivity,kr ,
but distinct across-plane conductivity,kz , characteristic of films
with columnar microstructures. The substrate properties are iso-
tropic. The present solution assumes negligible thermal resistance
at the interface between the film and the substrate. This is not
always the case. It is assumed that the optical penetration depth at
the laser wavelength is sufficiently small compared to the film
thickness such that heat can be introduced as a surface flux. Since
all lasers have a finite optical penetration depth, this factor will
invalidate the current solution for high laser frequencies where the
thermal penetration depth is comparable to the optical penetration
depth.

The problem is axisymmetric with respect to the laser beam.
Spatial variables in Fig. 1 are presented in dimensionless form.
The radial coordinate is made dimensionless by the radius of the
Gaussian beamR, such that the heat flux imposed by the laser
becomes

Ĩ 5 Ĩ o exp~2r 2! (1)

Ĩ o is the complex amplitude of the heat flux at the centerline. The
axial coordinate is made dimensionless by the film thicknessL,
such thatz51 at the interface between the film and the substrate.
In terms of these dimensionless spatial variables, the axisymmet-
ric conduction equation for an anisotropic medium in cylindrical
coordinates becomes

rCL2
]T

]t
5kr S L

RD 2S ]2T

]r 2
1

1

r

]T

]r D 1kz

]2T

]z2
(2)

A solution can be derived through the superposition of steady
and transient temperature fieldsT(r ,z,t)5T̄(r ,z)1T* (r ,z,t).
For phase analysis, only the transient temperature fieldT* (r ,z,t)
must be known. Using the method of complex combination@14#,
the transient temperature is expressed in terms of a complex spa-

tial variable T̃(r ,z) through the relation: T* (r ,z,t)
5re$T̃(r ,z)eivt%. This approach is used to determine the sus-
tained transient solution, where the temporal form of the solution
is dictated by harmonic laser heating at an angular frequency ofv.
Applied to the conduction equation, the complex combination
transformation gives

kr

kz
S L

RD 2S ]2T̃

]r 2
1

1

r

]T̃

]r D 1
]2T̃

]z2
2

ivL2

az
T̃50 (3)

Equation~3! governs the spatial variation in the complex tempera-
ture field, which provides both the amplitudeabs$T̃% and phase
arg$T̃% of the transient temperature field. The conduction equation
can be further nondimensionalized using four dimensionless
length scales defined by

,[
A@az#film /v

L
a[A az

@az#film

b[
R

L
c[AS kr

kz
D

(4a–d)

The variable ‘‘,’’ is a dimensionless axial thermal penetration
depth relative to the film thicknessL. In the substrate, the variable
‘‘ a’’ contrasts the axial diffusion length in the substrate with that
in the film. In the film afilm51. The variable ‘‘b’’ provides the
beam radius relative to the film thickness. The variable ‘‘c’’ con-
trasts the length scales of radial and axial diffusion, and is a mea-
sure of diffusion anisotropy. In the substratecsub51. In terms of
these dimensionless length scales the conduction equation be-
comes

]2ũ

]r 2
1

1

r

]ũ

]r
1

b2

c2

]2ũ

]z2
2

ib2ũ

a2c2,2
50 (5)

where the complex temperature is made dimensionless by the
definition

ũ [
T̃

LĨ o /@kz#film

(6)

Although the appearance ofb/c in the conduction equation sug-
gests thatb andc may be combined without loss of information,
the boundary conditions considered next will demonstrate that
these two variables play distinct roles in the solution.

There are six boundary conditions that must be applied to the
solution. The surface has a heat flux boundary condition and the
centerline is adiabatic. The heat flux and temperature at the inter-
face between the film and the substrate must match. The domain
extends to infinity in the radial and axial directions, and the com-
plex temperature amplitude must go to zero in these limits. Math-
ematically, the boundary conditions for the problem at hand are
given in dimensionless form as

surface: $@2]ũ/]zuz50#film5exp~2r 2! (7a)

interface: H @ ũ~z51!#film5@ ũ~z51!#sub

@2k~]ũ/]z!uz51#film5@2k~]ũ/]z!uz51#sub
(7b,c)

substrate: $@ ũ~z→`!#sub50 (7d)

centerline: $~]ũ/]r !ur 5050 (7e)

periphery: $ũ~r→`!50 (7f)

A solution is sought by the separation of variables method,
starting with the usual assumption thatũ5R̃(r )Z̃(z). The sepa-
rated governing equation yields two ordinary differential equa-
tions that can be integrated and expressed in terms of a separation
constantn. The solution becomes governed by the ordinary differ-
ential equations

R̃5M̃J0~nr !1ÑY0~nr ! (8a)

Fig. 1 Mathematical problem posed by an anisotropic film
heated with a Gaussian beam. The Laplacian operator is given
by: ¹2Æk r Õk z„L ÕR…

2
„2Õr 2¿„1Õr …Õr …¿2Õz2.
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Z̃5H Ã cosh~ ñz/, !1B̃ sinh~ ñz/, ! ~z<1!

C̃ exp@ n̂~z21!/~asub, !#1D̃ exp@ n̂~12z!/~asub, !#

~z.1!
(8b)

in which

ñ5Ai 1~ncfilm,/b!2 and n̂5Ai 1~nasub,/b!2 (8c,d)

Using all the homogeneous boundary conditions imposed on the
problem, the integrations constant are found to beÃ52B̃F̃, Ñ
5C̃50, D̃5B̃@sinh(ñ/,)2F̃ cosh(ñ/,)#, where

F̃5
ñ1 n̂g tanh~ ñ/, !

n̂g1 ñ tanh~ ñ/, !
(9)

and

g5A@kzrC#sub

@kzrC#film

(10)

Notice thatF̃ captures the effect of the film on the solution. No-
tice also that the film anisotropy factor appears without the rela-
tive beam radius ‘‘b,’’ in contrast to their grouping in the conduc-
tion equation, Eq.~5!. A finial point to observe is that a new
dimensionless parameterg has been introduced into the solution
as a consequence of satisfying interface conditions between the
film and substrate. The parameterg describes the effusivity con-
trast between the substrate and the film.

The final inhomogeneous boundary condition cannot be im-
posed on either of the separate spatial functionsR̃(r ) or Z̃(z)
alone. Therefore, reconstructing the temperature field gives

R̃~r !Z̃~z!5,G̃~n!J0~nr !z̃~n,z! (11)

where

z̃~n,z!5
1

ñ H @ F̃ cosh~ ñz/, !2sinh~ ñz/, !# ~z<1!

@ F̃ cosh~ ñ/, !2sinh~ ñ/, !#expS n̂
~12z!

asub,
D ~z.1!

(12)

and F̃ is given by Eq.~9!. The remaining integration constants
have been grouped by lettingG̃(n)52B̃M̃ ñ/,. Any single
choice of the separation constantn will be unsuitable for satisfy-
ing the final inhomogeneous boundary condition at the surface
with the remaining integration constant. Therefore, a solution is
sought by superposition of solutions using all possible separation
constantsn

ũ5E
0

`

R̃~r !Z̃~z!dn5,E
0

`

G̃~n!J0~nr !z̃~n,z!dn (13)

where suitable integration constants for each choice ofn are de-
termined by application of the final boundary condition

@2]ũ/]zuz50#film5E
0

`

G̃~n!J0~nr !dn5exp~2r 2! (14)

The remaining integration constantG̃(n) is established from

G̃~n!5nE
0

`

rJ0~nr !exp~2r 2!dr5
n

2
expS 2n2

4 D , (15)

and the final solution for the complex temperature field in the film
and substrate is, therefore,

ũ5
,

2 E0

`

J0~nr !z̃~n,z!expS 2n2

4 D ndn (16)

wherez̃(n,z) is given by Eq.~12!.

It is seen that the solution depends on five thermal parameters:
~1! the thermal penetration relative to the film thickness,, ~2! the
relative axial thermal penetration in the substrate compared to the
film asub, ~3! the heating beam radius relative to the film thickness
b, ~4! the degree of diffusion anisotropy in the filmcfilm , and~5!
the effusivity contrast between the substrate and the filmg. Two
parameters are variables of the measurement, the dimensionless
thermal penetration depth, and the dimensionless beam radiusb.
Note that while the thermal penetration depth, is variable, it
cannot be quantified without knowledge of the axial diffusivity in
the film.

3 Limiting Cases of General Solution
Some limiting cases of the solution will be explored with the

expectation that a reduction in the number of dependent variables
can be realized with consequential simplification of analysis. Ex-
perimentally there are two variables that can be utilized toward
this end, the beam sizeb, and the thermal penetration depth,.
However, some limiting cases for these variables prove to be use-
less for the desired measurement. The limitb!,, yields a solu-
tion in which the phase of the temperature at the point of heating
is zero, independent of the film thermal properties. The limitb
@1 with ,!1 or ,@1 yields a solution in which the phase of the
surface temperature is insensitive to the film properties. The inter-
esting limiting cases, which will prove to be valuable, are,'1
with b@1 and,!1 with b',. These cases are considered next.

3.1 One-Dimensional Heating. The case in which the
beam diameter becomes large compared with axial thermal pen-
etration,b/,@1, is considered. In this limit, the solution of the
dimensionless temperature field becomes a function ofz alone

ũb/,@15
,

Ai 5
@ F̃b/,@1 cosh~Aiz/, !2sinh~Aiz/, !# ~z<1!

@ F̃b/,@1 cosh~Ai /, !2sinh~Ai /, !#

3expSAi
~12z!

asub,
D ~z>1!

(17a)

whereF̃b/,@1 results from the limiting case ofF̃(b→`) and is

F̃b/,@15
11g tanh~Ai /, !

g1tanh~Ai /, !
(17b)

Note: Ĩ o in the definition ofũ is replaced byĨ (r ) in this limit.
It is seen that the one-dimensional solution depends only on

two thermal parameters:~1! the thermal penetration relative to the
film thickness,, and~2! the effusivity contrast between the sub-
strate and the filmg. The surface temperature becomes

ũb@1~0!5
,F̃b/,@1

Ai
(18)

Notice that the phase of the temperature field is as follows:
arg$,F̃b/,@1/Ai %5arg$F̃b/,@1%2p/4, where the fixed phase shift of
2p/4 comes from arg$1/Ai %. The variability of the surface tem-
perature phase is described by arg$F̃b/,@1% alone. The result for the
surface temperature phase for the one-dimensional case (b/,
@1) is

arg$ũb/,@1~0!%5tan21S 2~g221!sin~1/A2, !cos~1/A2, !

~g211!sinh~A2/,!12g cosh~A2/,!
D

2p/4 (19)

It is interesting to note that if the effusivity contrast between the
substrate and the film disappears,g51, then arg$F̃b/,@1%50 and
the surface phase becomes fixed at2p/4.
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3.2 Semi-Infinite Film When the thermal penetration depth is
small compared with the film thickness,,!1, the film appears to
be semi-infinite. In this limitF̃(,→0)51. Again the phase of the
surface temperature is of interest. However, the phase is a function
of radial position. Hence, the center of the laser beam is chosen
for interrogation, where the temperature is found to be

ũ,!1~0,0!5,E
0

` exp~2n2/4!

2ñ
ndn

5
Apb

2cfilm

expS i

4
S b

cfilm,
D 2D erfcS Aib

2cfilm,
D (20)

It can be seen from Eq.~20! that the phase arg$ũ,!1(0,0)% will
depend on only one variableb/(cfilm,) formed from the beam size
b, the degree of diffusion anisotropy in the filmcfilm , and the
thermal penetration depth,. The effect of the beam size relative to
the film anisotropyb/cfilm influences the amplitude of the tem-
perature, but not the phase. The quantityb/(cfilm,) depends only
on beam radius relative to the radial thermal penetration depth in
the film

b

cfilm,
5

R

A@a r #film /v
(21)

This result is interesting in that it demonstrates that the radial
component of thermal diffusivity is the only material property
important to the phase shift. Without the effusivity contrast pro-
vided by the interface between film and substrate, there is no
means to determine the axial component of thermal diffusivity.

4 Discussion
Figure 2 illustrates the general solution given by Eq.~16! for

,52, b51/2, g52, asub52, and cfilm51/2. The situation de-
scribes film of lower conductivity than the substrate, where the
volumetric heat capacity of both the film and the substrate are the
same. The beam diameter (2R) equals the film thickness for the
case illustrated. Notice that the ordinate scale is expanded relative
to the abscissa scale in the figure. The spatial variation in tem-
perature amplitude and phase are shown in the left and right pan-
els, respectively. Moving away from the heat source, the transient
temperature field amplitude decays in both radial and axial direc-
tions, while the phase delay progressively increases. Crossing the
interface, the isolines for temperature and phase spread further
apart, as heat penetrates into the higher conductivity substrate.

There are two experimental variables over which control may
be leveraged, the beam diameterb and the thermal depth,. It is of

interest to map the sensitivity of the temperature phase to the
thermal properties of the film~as characterized byasub, cfilm , and
g!. Figure 3 shows the phase measurement sensitivity to film
properties over a range of values forb and ,. The ratio between
change in temperature phase at the interrogation point and the
corresponding change in an individual film parameter defines the
sensitivity of the measurement to that parameter. The temperature
phase is taken at the surface and centerline of the laser beam (r
50, z50). Since, depends on film properties, it is useful to
define an alternative thermal penetration parameter using the sub-
strate properties:,sub[asub,, which is used for the abscissa in
Fig. 3.

The phase measurement sensitivity toasub, which contrasts the
axial diffusion length scale in the substrate with that in the film, is
seen in Fig. 3 to be strongest for thermal penetration depths of the
order of unity. This maximum extends broadly over a range of
beam sizeb, indicating low sensitivity ofasub to the choice ofb.
Sensitivity of the measurement toasub becomes small as the ther-
mal penetration depth becomes large because of the dominance of
substrate diffusion alone on heat transport. On the other hand, as
the thermal penetration depth drops below unity, the sensitivity
also decreases because of the diminished influence of axial diffu-
sion in the substrate. It will be shown that for,!1, the phase of
temperature field at a given point becomes a function of radial
diffusion alone.

The phase measurement sensitivity tocfilm , which contrasts the
length scales of radial and axial diffusion in the film, is strongest
for thermal penetration depths smaller that unity and when the
beam size is comparable to the thermal penetration depth. If the
beam size is large compared to the thermal penetration depth,
axial diffusion dominates, and the solution is insensitive to radial
diffusion in the film. If the beam size is small compared with the
thermal penetration depth, the phase at the heating source goes to
zero, corresponding to the solution for heating at a point source.

The phase measurement sensitivity to the film-substrate effusiv-
ity contrast,g, is seen in Fig. 3 to be strongest for large beams
over a range of thermal penetration depths that are a few times
greater than unity. Under this circumstance, the solution is domi-
nated by one-dimensional heat transfer through the film.

Although the general solution contains information pertaining
to all of the desired film properties, it also presents the most
difficulty in resolving complimentary effects on the experimental
measurement. In contrast, more clearly resolvable, but limited in-
formation, can be obtained by exploring the limiting cases. There-
fore, the results found for the limiting cases ofb→` and,!1 are
explored in the context of measurements that can be made to

Fig. 2 Illustrative solution for the complex temperature ampli-
tude and phase, using øÄ2, bÄ1Õ2, gÄ2, asubÄ2, and c film
Ä1Õ2. The left panel shows dimensionless amplitude, while the
right panel shows phase in units of radians.

Fig. 3 Map of temperature phase sensitivity to the unknown
thermal properties of the film. Sensitivity to any variable ‘‘ X’’ is
defined as ũ„0,0…ÕX. The map uses asubÄ2, c filmÄ1Õ2, and
gÄ2 for the nominal film parameters.
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determine the anisotropic properties of the film. It is assumed that
the thermal properties of the substrate and the film thickness are
known.

4.1 One-Dimensional HeatingAs was already observed, the
phase of the surface temperature for the limiting case ofb/,@1
depends on two parameters: the thermal penetration relative to the
film thickness, and the effusivity contrast between the substrate
and the filmg. The relative thermal penetration is a variable of the
measurement related to the frequency of the laser modulationv.
An experiment can be constructed in which the thermal penetra-
tion is varied as the surface temperature phase is measured. Figure
4 illustrates the predicted results of such a measurement for a
range of cases having different effusivity contrastsg between 0.1
and 10. The phase shift of the surface temperature is influenced by
the properties of the substrate relative to the film as quantified by
g. For g51, the measured phase shift is fixed at a value of2p/4,
regardless of the value of the thermal penetration depth,. How-
ever, forg.1, the high conductivity of the substrate shortens the
delay in phase of the peak surface temperature. In contrast, for
g,1 the phase shift is further delayed by the low conductivity of
the substrate. An important observation that can be made from
Fig. 4 is that a unique maximum in phase shift occurs for allg
.1 and that a unique minimum phase shift value occurs for all
g,1. The uniqueness of the extremum phase shift value to the
value of g suggests that the effusivity contrast between the sub-
strate and the film can be found through this measurement. Fur-
thermore, the phase shift extremum occurs at a thermal penetra-
tion depth that depends uniquely on the value ofg. Therefore,
once the effusivityg is found, the thermal penetration depth, for
that case can be determined. Knowledge of both the effusivity
contrastg and thermal penetration depth, is sufficient to deter-
mine the volumetric specific heatrC and across-plane conductiv-
ity kz of the film.

A procedure for analyzing the one-dimensional measurements
is illustrated in Fig. 5. The relationship between the phase of the
phase shift extremum, labeled on the left abscissa, and the effu-
sivity contrast, labeled on the ordinate, is shown. Once the effu-
sivity contrast is known, the thermal penetration depth is read
from the right abscissa. If the substrate properties are known, the
effusivity contrast value provides one relation for two unknowns:
the volumetric specific heatrC and across-plane conductivitykz
of the film. Knowledge of the laser frequencyv, corresponding to
the phase shift extremum, and film thicknessL makesrC andkz
for the film the only unknowns in the expression for,. Combining
these two results allows for determination of both unknowns.

It should be noted that wheng@1, the surface temperature
becomesũ

b/,@1,
g@1 (0)5(,/Ai )tanh(Ai /,), which is independent of

g, and thereforerC and kz cannot be resolved independently.
Equally true, wheng!1 the surface temperature becomes
ũ

b/,@1,
g!1 (0)5(,/Ai )coth(Ai /,), which is also independent ofg. Fi-

nally, if g51, the surface temperature becomesũb/,@1(0)
5,/Ai , the phase of which is fixed and independent ofg and,.
Therefore, although some effusivity contrast~gÞ1! is required to
resolverC and across-plane conductivitykz of the film indepen-
dently, it is apparent that too much contrast is unsatisfactory to
this goal as well.

4.2 Semi-Infinite Film When the axial thermal penetration
depth is sufficiently short,!1, the effusivity contrast provided by
the substrate is unobserved in the solution for the transient tem-
perature field. Furthermore, the phase of the temperature field at
the surface-center becomes dependent only on one variable
b/(cfilm,), as illustrated by Eq.~20!. The surface-center tempera-
ture phase is plotted in Fig. 6 as a function ofb/(cfilm,), where
b/(cfilm,)5R/A@a r #film /v can be interpreted as the beam radius
R made dimensionless by the radial thermal diffusion length. Be-
cause the extensive heat capacity of the material is responsible for
the lagging temperature phase, the phase shift is observed to as-

Fig. 4 Surface temperature phase for the limiting case of large
beam diameter b Õøš1 as a function of thermal penetration
depth and effusivity contrast parameter

Fig. 5 Relationship between the surface temperature phase
extremum „left abscissa …, the effusivity contrast parameter g
„ordinate…, and the corresponding thermal penetration depth
„right abscissa …, for the beam diameter b Õøš1 case. The sur-
face temperature phase extremum corresponds to the laser fre-
quency v* at which Õø argˆ ũbÕøš1„0…‰Ä0.

Fig. 6 The surface-center temperature phase plotted as a
function of the beam diameter made dimensionless by the ra-
dial thermal diffusion length RÕA†a r‡film Õv for the limiting case
of small thermal penetration depth ø™1
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ymptotically approach zero as the beam size becomes small. In
the other limit, as the beam size becomes large, the phase shift
asymptotically approaches2p/4, as revealed by the one-
dimensional solution without the influence of the effusivity con-
trast between the film and the substrate. Figure 6 indicates that
determining the radial diffusivity of the film can be accomplished
through a single measurement of the phase shift under the condi-
tion that ,!1. If the axial properties are measured in advance,
sufficient information would be available to ensure this condition.
Therefore, with knowledge of the beam radius and the heating
frequency used during the measurement, the radial diffusivity can
be determined from the phase shift using Fig. 6.

More generally, a measurement might be conducted without
prior knowledge of the axial diffusivity of the film. In this case, an
experiment can be conducted in which measurements are made as
,!1 while the beam size is simultaneously varied such that
RAv5const. Under this circumstance,b/(cfilm,) will remain a
constant and the analysis resulting in Eq.~20! dictates that the
phase shift should asymptotically approach a unique value deter-
mined byR/A@a r #film /v according to Fig. 6. The variation in the
surface-center temperature phase as,!1 is shown for a number of
constant values ofb/(cfilm,) in Fig. 7. In general, the value of
b/(cfilm,) would be unknown prior to determining the asymptotic
value of the phase shift. Therefore, the cases shown are simply for
illustration. The asymptotic value of phase shift is independent of
the effusivity contrast, as illustrated with the simultaneous plots
usingasub5g51/2, 2, 4. In general,asubÞg and the cases illus-
trated in Fig. 7 usingasub5g result only whenrC of the film and
the substrate are the same. It is notable that the asymptotic value
of phase shift is revealed when the thermal penetration depth is as
large as 20 percent of the film thickness,50.2.

5 Summary
A film having anisotropic properties and heated harmonically

by a modulated Gaussian shaped laser beam was analyzed. An
analytic solution was presented for the temperature field in the
film and underlying substrate. The general solution, Eq.~15!, re-
veals dependency on five dimensionless parameters: the axial
thermal penetration depth,5A@az#film /v/L, the relative axial
thermal penetration in the substrate compared to the filmasub

5A@az#sub/@az#film, the heating beam size relative to the film
thicknessb5R/L, the degree of diffusion anisotropy in the film
cfilm5A@kr /kz#film, and the effusivity contrast between the sub-
strate and the filmg5A@kzrC#sub/@kzrC#film. A sensitivity study
was performed on the temperature solution revealing that the
phase is sensitive toasub when ,'1, is sensitive tocfilm when ,
'b<1, and is sensitive tog when,'1 andb@1. Analysis of two

limiting cases revealed reduced dependency on these parameters.
As the beam diameter becomes large, the solution, Eq.~16!, de-
pends only on two parameters: the axial thermal penetration depth
,, and the effusivity contrast between the substrate and the filmg.
As the axial thermal penetration depth becomes small compared
with the film thickness, the solution, Eq.~20!, depends only on the
beam radius relative to the film anisotropyb/cfilm , and on the
beam radius relative to the radial diffusion lengthb/(cfilm,)
5R/A@a r #film /v.

The phase of a temperature field at the surface of the film was
explored as a means of determining the anisotropic thermal prop-
erties of the film. The limiting cases of the solution corresponding
to a large beam diameter and a small thermal penetration depth
were shown to offer a substantial simplification in analysis. It was
seen that a unique phase shift extremum exists for the large beam
diameter limit of the solution, from which the effusivity contrast
parameter Eq.~10! and axial thermal penetration depth Eq.~4a!
can be determined. Furthermore, it was shown that surface tem-
perature phase at the centerline of the laser beam depends only on
the beam radius relative to the radial thermal penetration in the
film, Eq. ~14!. Using measurements from both of these two limit-
ing cases, it was shown how the in-plane conductivitykr , the
across-plane conductivitykz , and the volumetric specific heatrC
of the film can be determined.
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Nomenclature

Ã,B̃,C̃,D̃ 5 complex integration constants, Eq.~8b!
a 5 dimensionless axial diffusion length relative to

substrate value, Eq.~4b!
b 5 dimensionless beam radius relative to the film

thickness, Eq.~4c!
C 5 heat capacity~J/kg K!
c 5 dimensionless diffusion anisotropy, Eq.~4d!

F̃ 5 see Eq.~9!

G̃ 5 complex integration constant, Eq.~15!

Ĩ 5 complex heat flux~W/m2!

Ĩ o 5 centerline heat flux of laser~W/m2!
i 5 equalsA21

J0 5 order zero Bessel function of the first kind
k 5 thermal conductivity~W/m K!
L 5 film thickness~m!
, 5 dimensionless axial thermal penetration depth,

Eq. ~4a!

M̃ , Ñ 5 complex integration constants, Eq.~8a!
r 5 dimensionless radial position~relative toR!

R̃ 5 complex radial temperature function, Eq.~8a!
R 5 beam radius,~m!
T 5 temperature~K!

T̄ 5 steady temperature solution~K!
T* 5 transient temperature solution~K!

T̃ 5 complex temperature,T* 5re$T̃eivt%, ~K!
t 5 time ~s!
z 5 dimensionless axial position~relative toL!

Z̃ 5 complex axial temperature function, Eq.~8b!

Greek Symbols

a 5 diffusivity, a5k/(rC), ~m2/s!
g 5 substrate-film effusivity contrast, Eq.~10!
ñ 5 see Eq.~8c!
n̂ 5 see Eq.~8d!
r 5 density

Fig. 7 Convergence of the surface-center temperature phase
to the limiting case of ø™1 for measurements made with con-
stant RAv

310 Õ Vol. 126, JUNE 2004 Transactions of the ASME

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



ũ 5 dimensionless complex temperature, Eq.~6!
v 5 laser angular frequency,~rad/s!

z̃ 5 see Eq.~12!

Subscripts

film 5 film property
r 5 radial component

sub 5 substrate property
z 5 axial component
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Critical Heat Fluxes of Subcooled
Water Flow Boiling Against Outlet
Subcooling in Short Vertical Tube
The critical heat fluxes (CHFs) of subcooled water flow boiling are systematically mea-
sured for the flow velocities~u54.0 to 13.3 m/s), the outlet subcoolings~DTsub,out53 to
129 K) and the outlet pressure~Pout5800kPa!. The SUS304 test tubes of 3, 6, 9 and 12
mm in inner-diameter, d, and 33, 66, 99 and 133 mm in length, L, respectively for L/d
511 are used. The CHFs first become lower and then become higher with the increase in
subcooling. The CHFs for four different inner-diameters with L/d511 measured here
become higher with the decrease in the diameter. CHF correlation for the latter increas-
ing regime was given in non-dimensional form against average outlet subcoolings based
on the experimental data. The correlation can describe not only the CHFs obtained in this
work at the outlet pressure of 800 kPa but also the authors’ published CHFs (1284 points)
for the wide range of Pout5159kPa to 1 MPa, d56, 9 and 12 mm, L549, 99 and 149
mm, DTsub,out524 to 140 K and u54.0 to 13.3 m/s within 15% difference for 50K
<DTsub,out<140K and within210 to 130% for 30K, DTsub,out,50K.
@DOI: 10.1115/1.1725101#

Keywords: Boiling, Experimental, Forced Convection, Heat Transfer, Turbulent

Introduction
Highly subcooled water flow boiling is expected as the cooling

system of accommodating very high heat fluxes. Understanding
the critical heat fluxes~CHFs! is most important for design of
cooling configurations such as plasma facing components in fu-
sion reactor and ion beam targets. There have been many critical
heat flux data on inner surface of a heated tube with forced flow of
highly subcooled water. The effect of tube inner diameter on CHF
was investigated experimentally by Nariai et al.@1#, Celata et al.
@2#, Vandervolt et al.@3#, and Mudawar and Bowers@4#.

The critical heat fluxes~CHFs!of subcooled water flow boiling
in relatively short tubes to establish the database for designing the
divertor plates of a helical type fusion experimental device which
is Large Helical Device~LHD! located in National Institute for
Fusion Science, Japan have been studied. The CHFs for wide
ranges of experimental condition have been already reported by
Hata et al.@5,6# and Sato et al.@7#. Hata et al.@8# clarified the
influences of the tube length on CHFs for the same inner-diameter
tubes of different lengths, and expressed by the correlation based
on inlet conditions such as flow velocity, inlet subcooling, and
tube length-to-diameter ratio,L/d. Recently, the subcooled flow
boiling critical heat fluxes~CHFs! and the heat transfer coeffi-
cients~HTCs! data forL549, 99, and 149 mm with 9 mm inner
diameter were applied to thermal analysis on the Flat-plate type
divertor and the Mono-block type one of LHD by Sato et al.@7#
and Hata et al.@8,9#. Incident CHFs for the divertor with the
cooling tube diameter,d, of 10 mm, the plate width,w, ranging
from 16 to 30 mm for the Flat-plate type and the carbon armor
outer diameter,D, of 26 and 33 mm for the Mono-block type were
numerically analyzed based on the measured CHFs and HTCs at
the inlet pressure of 594 kPa to 1 MPa.

It can be considered that the CHFs are determined not by the
inlet conditions but by the outlet ones. However, there exist few
correlations that can generally describe CHFs as a function of
outlet parameters. When the inlet subcooling is fixed, tube inner-
diameter and length affect the outlet subcooling by the ratioL/d,

and may affect CHFs not only by this variation of subcooling but
also by other effects ofd and L. CHF experiments for the test
tubes with combinations of length and diameter to give a fixed
L/d will be useful to clarify the latter effects ofd andL.

The purposes of this study are threefold. First is to measure the
CHFs on inner side of a tube with combinations ofd andL for a
fixed L/d, for wide ranges of flow velocity and outlet subcooling.
Second is to clarify dominant variables on CHFs for outlet sub-
coolings. Third is to obtain the relation between the CHFs and the
outlet subcoolings for wide ranges of conditions as a database to
establish the generalized CHF correlation in non-dimensional
form.

Experimental Apparatus and Method

Experimental Water Loop. The schematic diagram of ex-
perimental water loop is shown in Fig. 1. The loop is made of
SUS304 stainless steel and is capable of working up to 2 MPa.
The loop has four test sections whose inner diameters are 3, 6, 9,
and 12 mm. Test sections were vertically oriented with water
flowing upward. The circulating water was distilled and deionized
with about 5 MVcm specific resistivity. The circulating water
through the loop was heated or cooled to keep a desired inlet
temperature by pre-heater or cooler. The flow velocity was mea-
sured by a mass flow meter using a vibration tube~Nitto Seiko,
CLEANFLOW 63FS25, Flow range5100 and 750 Kg/min!. The
flow velocity was controlled by regulating the frequency of the
three-phase alternating power source to the canned type circula-
tion pump~Nikkiso Co., Ltd., Non-Seal Pump HT24B-B2, pump
flow rate575 m3/h, pump head518 m). The water was pressur-
ized by nitrogen gas. The pressure at the inlet of the test tube was
controlled within61 kPa of a desired value by using a pressure
controller.

Test Section. The cross-sectional view of the test section is
shown in Fig. 2. The rough inner surface was fabricated by an-
nealing the test tubes first in the air and was then acidized. The
rough inner surface test tube was used as a standard one. The tube
was reinforced with the heat-shrink Teflon tube because the tube
wall was too thin for high-pressure experiment. The silver-coated
5 mm thickness copper-electrode-plates to supply heating current
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were soldered on the surfaces of the both ends of the test tube.
The both ends of tube were electrically isolated from the loop by
Bakelite plates of 14 mm thickness. The tube was also thermally
insulated from atmosphere with a Bakelite block of 120 mm wide,
80 mm deep andL mm high. The electrical resistance versus
temperature relation for the test heater was calibrated in the flow-
ing water before each experimental run. The test water was heated
up to 423 K with the flow velocity of 10 m/s.

Method of Heating Test Tube. The tube was heated with a
steadily increasing current supplied from a current source~DC
3000 A, 35 V!through the two copper electrodes shown in Fig. 3.
The CHF,qcr,sub, was realized by a steadily increasing heat input
to the tube. At the CHF, the tube average temperature rapidly
increases. The current for the heat input to the test tube was au-
tomatically cut off when the measured average temperature in-
creased up to the preset temperature, which was several tens of

Kelvin higher than corresponding CHF surface temperature. The
preset one for each experimental run was gradually increased as
far as a steep temperature jump was observed on the signal. This
procedure avoided the actual burnout of the tube.

Measurement of CHF, Temperature, and Pressure for Test
Tube. The transient average temperature of the test tube was
measured with resistance thermometry participating as a branch of
a double bridge circuit for the temperature measurement. The out-
put voltages from the bridge circuit together with the voltage
drops across the two electrodes and across a standard resistance
were amplified and then were sent via aD/A converter to a digital
computer. These voltages were simultaneously sampled at a con-
stant time interval ranging from 60 to 200ms. The average tem-
perature of the test tube was calculated with the aid of previously
calibrated resistance-temperature relation. The heat generation
rate in the test tube was calculated from the measured voltage
difference between the potential taps of the test tube and the stan-
dard resistance. The surface heat flux is the difference between the
heat generation rate per unit surface area and the rate of change of
energy storage in the test tube obtained from the faired average
temperature versus time curve.

q~ t !5
V

S
S Q~ t !2rcp

dT̄

dt
D (1)

where r, cp , V, and S are the density of the test heater, the
specific heat of the test heater, the volume of the test heater and
the inner surface area of the test heater, respectively. The inner
surface temperature was also obtained by solving the heat conduc-
tion equation in the test tube under the conditions of measured
average temperature and heat generation rate of the test tube. The
temperature of the heater surface,Ts , can described as follows:

Ts5T̄2
qri

4~r o
22r i

2!2l
F4r o

2H r o
2S ln r o2

1

2D2r i
2S ln r i2

1

2D J
2~r o

42r i
4!G2

qri

2~r o
22r i

2!l
~r i

222r o
2 ln r i ! (2)

Fig. 1 Schematic diagram of experimental apparatus

Fig. 2 Vertical cross-sectional view of the test section

Fig. 3 Measurement and data processing system
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Figure 4 shows the heat transfer characteristics ford59 mm
tube. The heat flux gradually becomes higher with an increase in
(Ts2Tin) on the forced convection curve derived from Nusselt
correlation@10# up to the point where the slope begins to increase
with heat flux following the onset of nucleate boiling, and in-
creases up to a value called CHF where the heater surface tem-
perature rapidly jumps from the nucleate boiling heat transfer re-
gime~N-B! to the film boiling one~F-B!. Figure 5 shows a typical
photograph of the test tube burned out. The dark section near the
tube outlet is the trace of the vapor patch; the local temperature on
the tube jumped to that of the film boiling region at the occurrence
of CHF. The location of the vapor patch was almost observed near
the tube outlet in this experiment. The tube wall does not clearly
melted down along the circumference of the tube, because the
heating current to the tube was instantaneously cut off when the

measured average temperature rapidly increased up to the preset
temperature lower than the actual burnout temperature of the tube.
By using this burnout detector, several CHF data were obtained
for a single tube without the actual burnout.

The inlet and outlet liquid temperatures were measured by 1
mm o.d., sheathed, K-type thermocouples which are located at the
centerline of the tube at the upper and lower stream points of 283
mm and 63 mm from the tube inlet and outlet points. The inlet and
outlet pressures were measured by the strain gauge transducers,
which were located near the entrance of conduit at upper and
lower stream points of 63 mm from the tube inlet and outlet
points. The thermocouples and the transducers were installed in
the conduits as shown in Fig. 2.

The inlet and outlet pressures were calculated from the pres-
sures measured by inlet and outlet pressure transducers as follows.
The pressure drop at inlet was predicted as single-phase liquid
flow.

Pin5Pipt2$~Pipt!wnh2~Popt!wnh%3
0.063

0.1261L
(3)

Pout5Pin2~Pin2Popt!3
L

0.0631L
(4)

Outline of these equations is shown in the appendix.
The outlet subcooling averaged over the cross sectional area is

calculated by the energy balance as follows:

~DTsub,out!cal5Tsat,out2~Tout!cal5Tsat,out2S Tin1
4Lqcr,sub

ucplr ld
D

(5)

Thermo-physical properties were evaluated at the temperature of
$Tin1(Tout!cal%/2. The average outlet subcoolings calculated are
compared with those measured experimentally. The calculated
ones are slightly lower than the measured one in the whole ex-
perimental range and the differences become larger with an in-
crease in the outlet subcooling and the inner diameter. We have
adopted the calculated outlet subcoolings considering that the dif-
ferences may be due to imperfect mixing at the measuring point.
Details are shown in appendix.

Experimental errors are estimated to be61 K in inner tube
surface temperature and62% in heat flux. Inlet flow velocity,
inlet and outlet subcoolings, and inlet and outlet pressures were
measured within the accuracy62%, 61 K, and 61 kPa, respec-
tively.

Experimental Results and Discussion

Experimental Conditions. The initial experimental condi-
tions such as inlet flow velocity, inlet subcooling and inlet pres-
sure for the flow boiling CHF experiments were determined inde-
pendently each other before each experimental run.

The experimental conditions were as follows:
Heater Material 304 stainless steel
Surface Condition Rough surface~commercial one!
Inner Diameter~d! 3, 6, 9 and 12 mm
Heated Length~L! 33, 66, 99 and 133 mm
L/d 11
Wall Thickness 0.3, 0.4 and 0.5 mm
Inlet flow velocity ~u! 4.0, 6.9, 9.9 and 13.3 m/s
Froude number~Fr! 134.6–6030.5
Inlet Pressure (Pin) 730–880 kPa
Outlet Pressure (Pout) 730–860 kPa
Inlet Subcooling (Dtsub,in) 12 K–140 K
Outlet Subcooling (DTsub,out,exp) 3 K–129 K
Inlet Liquid Temperature 303 K–431 K
Steadily Increasing Heat Input Q0 exp(t/t), t510, 20 and 33.3 s

Flow Boiling CHFs in Water Flowing Upward. The CHF,
qcr,sub, for inner diameters, of 3, 6, 9, and 12 mm withL/d511 at
the outlet pressure of around 800 kPa were shown versus the
average outlet subcoolings calculated, (DTsub,out)cal , with the flow

Fig. 4 Relationship between q and TsÀTL

Fig. 5 Typical photograph of the test tube burned out
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velocities of 4.0, 6.9, 9.9, and 13.3 m/s in Figs. 6–9, respectively.
The CHFs become higher with an increase in flow velocity at a
fixed (DTsub,out)cal . These figures illustrate the trends in the varia-
tion of CHF with increasing outlet subcooling. The CHFs first
decrease to the minimum CHF at the (DTsub,out)cal of about 30 K,
and then increase with an increase in (DTsub,out)cal . The increasing
rate becomes lower for higher (DTsub,out)cal . It has been already
found by Hata et al.@5,6# and Sato et al.@7# on CHF data for the
heated length of 50 mm with the inner diameters of 6, 9, and 12
mm.

It is assumed that, in the first low subcooling range, flushing-
like phenomenon due to the vapor bubbles from inner side of a
small diameter tube may be occurring and inducing the increase of
flow velocity through the reduction in macroscopic density of

two-phase mixture. The enhancement of CHF by this mechanism
will become insignificant with the increase of subcooling. It is
likely that the first low subcooling range would become narrower
by using a larger diameter test tube. More detailed study on the
CHFs in the first low subcooling range for a vertical short tube
will appear in the near future.

Sakurai et al.@11# reported that the CHFs in the latter range
could be divided into two groups: those in the lower subcooling
range with relatively high increasing rate and in the higher sub-
cooling range with lower increasing rate. They also reported that
the CHFs in the lower subcooling range are higher for higher
pressure but those for higher subcooling are independent of pres-
sure. They assumed that the mechanism of CHF in the lower
subcooling range would be hydrodynamic instability and that for
the higher subcooling range would be heterogeneous spontaneous
nucleation. In this work, only the data for (DTsub,out)cal>50 K are
used to derive the pressure independent correlation for higher sub-
cooling referring to the paper.

Influence of Inner-Diameter, Flow Velocity, Outlet Subcool-
ing, and L Õd on CHF. Figures 10 to 11 show the influence of
the inner diameter on the CHF against the outlet subcooling,
(DTsub,out)cal , of 50 and 90 K, respectively. Theqcr,sub for the
inner diameter of 3, 6, 9, and 12 mm were shown versus the inner
diameter with the flow velocity ranging from 4.0 to 13.3 m/s. The
CHFs for four different inner-diameters withL/d511 become
linearly higher with the decrease in the diameter. The slope on the
log-log graph kept almost constant about20.4 with the flow ve-
locity ranging from 4.0 to 13.3 m/s.

The effect of flow velocity on CHF against (DTsub,out)cal of 50
and 90 K was represented versusu with the tube inner diameter as
a parameter in Figs. 12 to 13, respectively. In Fig. 12, CHFs for
each tube diameter are proportional tou0.4 in the range of tube

Fig. 6 q cr ,sub versus „DTsub,out …cal for an inner diameter of 3
mm with a heated length of 33 mm at an outlet pressure of 800
kPa

Fig. 7 q cr ,sub versus „DTsub,out …cal for an inner diameter of 6
mm with a heated length of 66 mm at an outlet pressure of 800
kPa

Fig. 8 q cr ,sub versus „DTsub,out …cal for an inner diameter of 9
mm with a heated length of 99 mm at an outlet pressure of 800
kPa

Fig. 9 q cr ,sub versus „DTsub,out …cal for an inner diameter of 12
mm with a heated length of 133 mm at an outlet pressure of 800
kPa

Fig. 10 q cr ,sub versus d at „DTsub,out …cal of 50 K with the flow
velocity of 4.0, 6.9, 9.9 and 13.3 m Õs at Pout of 800 kPa
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diameter from 3 to 12 mm. Increasing rate of CHFs for other
(DTsub,out)cal shows nearly the same trend of those for
(DTsub,out)cal550 K.

Figure 8 is rewritten on log(qcr,sub) versus log$(DTsub,out)cal%
graph in Fig. 14 to check the influence of (DTsub,out)cal on CHF for
flow velocity of 4.0 to 13.3 m/s. The CHFs for each flow velocity
become linearly higher with an increase in (DTsub,out)cal with a
similar slope of 0.7.

Figure 15 to 16 show the influence ofL/d on the CHF for inner
diameters of 9 and 12 mm atDTsub,out, of 90 K, respectively. The
qcr,sub for the L/d ranging from 4.08 to 16.5 were shown versus
the L/d with the flow velocity as a parameter. The CHFs become
linearly lower with the increase in theL/d. The slope of each
curve on the log-log graph is almost constant about20.1.

Flow Boiling CHF Correlation Against Outlet Subcooling
The CHF correlation for higher subcooling range (DTsub,out)cal

>30 K is derived as follows based on the effects of inner-
diameter, flow velocity, outlet subcooling andL/d clarified in this
work.

Bo50.082H d

As/g~r l2rg!
J 20.1

We20.3S L

dD 20.1

3Sc0.7 for outlet subcooling~DTsub,out>30 K! (6)

Saturated thermo-physical properties were evaluated at the outlet
pressure.

The curves derived from Eq.~6! at each flow velocity are
shown in Figs. 6–9 for comparison. The CHF data for
(DTsub,out)cal>50 K are in good agreement with the values given
by the correlation. It seems that the Eq.~6! can also be applicable

Fig. 11 q cr ,sub versus d at „DTsub,out …cal of 90 K with the flow
velocity of 4.0, 6.9, 9.9, and 13.3 m Õs at Pout of 800 kPa

Fig. 12 q cr ,sub versus u at „DTsub,out …cal of 50 K with the inner
diameter of 3, 6, 9, and 12 mm at Pout of 800 kPa

Fig. 13 q cr ,sub versus u at „DTsub,out …cal of 90 K with the inner
diameter of 3, 6, 9, and 12 mm at Pout of 800 kPa

Fig. 14 log„ qcr,sub … versus logˆ„D Tsub,out …cal‰ for an inner diam-
eter of 9 mm with a heated length of 99 mm at Pout of 800 kPa

Fig. 15 q cr ,sub versus L Õd for an inner diameter of 9 mm at
DTsub,out of 90 K with the flow velocity of 4.0, 6.9, 9.9, and 13.3
mÕs

Fig. 16 q cr ,sub versus L Õd for an inner diameter of 12 mm at
DTsub,out of 90 K with the flow velocity of 4.0, 6.9, 9.9, and 13.3
mÕs
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to the CHFs for the subcoolings between about 30 and 50 K at this
pressure, although there is a tendency to somewhat under-predict
the CHFs within the range.

Equation~6! was derived based on the experimental data at the
outlet pressure of 800 kPa. Besides the experimental data obtained
in this work, we @5–8# have already reported the CHFs~1284
points!for the wide range ofPout5159 kPa to 1 MPa,d56, 9 and
12 mm,L549, 99 and 149 mm,DTsub,out524 to 140 K andu
54.0 to 13.3 m/s. To confirm the applicability of Eq.~6! to the
data for wide range of pressures, the ratios of these CHF data to
the corresponding values calculated by Eq.~6! are shown versus
(DTsub,out)cal in Fig. 17. Most of the data for 50 K<(DTsub,out)cal
<140 K are within 615% and those for 30 K,(DTsub,out)cal
,50 K are within210 to 130%.

Comparison of the Measured CHFs With Other Workers’
CHF Correlation. Many researchers gave CHF correlations of
subcooled flow boiling including the effect of tube diameter. Tong
@12# gave the flow boiling CHF correlation using the concept of
boundary layer separation suggested by Kutateladze@13,14#. Tong
@15# developed a phenomenological CHF correlation by combin-
ing the effects local subcooling, turbulent mixing, bubble layer
shielding and two-phase flow friction on CHF. Celata et al.@16#
expressed the CHF correlation modifying the Tong correlation
@12#. Recently, Celata et al.@17# presented a mechanistic model
for the prediction of CHF in flow boiling of subcooled water. Hall
and Mudawar@18# developed the inlet and outlet conditions cor-

Fig. 17 Ratio of CHF data for the inner diameter of 3, 6, 9, and
12 mm to the values derived from the CHF correlation versus
„DTsub,out …cal at outlet pressures of 159 kPa–1 MPa

Fig. 18 Comparison of CHF data for the inner diameter of 3
mm with Eq. „7… and Solutions of Celata et al. model

Fig. 19 Comparison of CHF data for the inner diameter of 6
mm with Eq. „7… and Solutions of Celata et al. model

Fig. 20 Comparison of CHF data for the inner diameter of 9
mm with Eq. „7… and Solutions of Celata et al. model

Fig. 21 Comparison of CHF data for the inner diameter of 12
mm with Eq. „7… and Solutions of Celata et al. model

Table 1 Comparison of the measured CHFs with other work-
ers’ CHF correlation

d ~mm! u ~m/s! (DTsub,out)cal ~K! Eq. ~7!
Solutions of Celata

et al. model

3 6.9 50 232% 232%
100 214% 216%

13.3 50 214% 232%
100 211% 223%

6 6.9 50 215% 231%
100 0% 25%

13.3 50 218% 250%
100 10% 26%

9 6.9 50 0% 219%
100 14% 0%

13.3 50 0% 226%
100 14% 26%

12 6.9 50 0% 219%
100 14% 0%

13.3 50 0% 226%
100 14% 26%
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relations for subcooled high-CHF based on the experimental data.
Hall and Mudawar correlation@18# for the outlet conditions is as
follows:

Bo50.0332We20.235S r l

rg
D 20.681F120.6837S r l

rg
D 0.832

xoutG (7)

The experimental data foru56.9 and 13.3 m/s atPout
5800 kPa are compared with Eq.~7! and solutions of the model
by Celata et al.@17# in Figs. 18 to 21 ford53, 6, 9, and 12 mm,
respectively.

In case ofd53 mm shown in Fig. 18, the values by Eq.~7! for
u513.3 m/s are about 14% and 11% lower than the data at
(DTsub,out)cal of around 50 K and 100 K, and those foru
56.9 m/s are 32% and 14% lower at (DTsub,out)cal of 50 K and
100 K, respectively. The solutions of Celata et al. model foru
513.3 m/s are 32% and 23% lower than CHF data, and those for
6.9 m/s are 32% and 16% lower at the (DTsub,out)cal of around 50
K and 100 K, respectively.

In case ofd56 mm shown in Fig. 19, the values by Eq.~7! for
u513.3 m/s are about 18% lower than the data at (DTsub,out)cal of
50 K and 10% higher than the data at (DTsub,out)cal of 100 K. The
values by Eq.~7! for u56.9 m/s are 15% and 0% lower at
(DTsub,out)cal of 50 K and 100 K, respectively. The solutions of
Celata et al. model foru513.3 m/s are 50% and 6% lower than
CHF data, and those for 6.9 m/s are 31% and 5% lower at the
(DTsub,out)cal of around 50 K and 100 K, respectively.

In case ofd59 mm shown in Fig. 20, the values by Eq.~7! for
u513.3 m/s andu56.9 m/s are about 0% and 14% higher than
the data at (DTsub,out)cal of 50 K and 100 K, respectively. The
solutions of Celata et al. model foru513.3 m/s are 26% and 6%
lower than CHF data, and those for 6.9 m/s are 19% and 0% lower
at the (DTsub,out)cal of around 50 K and 100 K, respectively.

In case ofd512 mm shown in Fig. 21, the values by Eq.~7! for
u513.3 m/s are about 0% and 14%, and those foru56.9 m/s are
0% and 14% higher than the data at (DTsub,out)cal of 50 K and 100
K, respectively. The solutions of Celata et al. model foru
513.3 m/s are 26% and 6% lower than CHF data, and those for
6.9 m/s are 19% and 0% lower than the data at the (DTsub,out)cal of
around 50 K and 100 K, respectively.

It seems from these comparisons that the increasing rates of
CHF for (DTsub,out)cal derived from solutions of Celata et al.
model and Hall and Mudawar correlation are larger than the ex-
perimental ones. However, most of our data are within615% of
the predicted values for 50 K<(DTsub,out)cal<140 K. These com-
parisons are presented in Table 1 for quick reader comprehension.

Comparison of Our Correlation With Other Workers’ CHF
Data. Celata et al.@2# and our CHF data, forPout5800 kPa,u
510 m/s andDTsub,out555 K are plotted versus tube inner diam-
eter in Fig. 22. The values derived from our correlation are also
shown as a straight line in the figure for comparison. These data
are in close agreement with the correlation. The trend ofd0.4 de-
pendence for our data can also be seen for the experimental data
by Celata et al.

Figure 23 shows the comparison between Mudawar and Bowers
CHF data@4# for d50.406– 2.54 mm,DTsub,out5130– 205 K,G
520– 60 Mg/m2 s andPout53.1 MPa and the values predicted by
our correlation. The predicted values are very close to their data at
G520 Mg/m2 s, however they become smaller with an increase
of G. The deviations between the predicted values and their CHF
data are ranging from 8.3 to 30.6% atG540 and 60 Mg/m2 s.

Figure 24 shows CHF data by Vandervort et al.@3# for d
50.33– 2.44 mm,DTsub,out550 K, G510– 40 Mg/m2 s, andPout
5600 kPa versus inner diameter together with our CHF data for
u59.9 m/s andPout5594 kPa. The values derived from our cor-
relation for G510, 20 and 40 Mg/m2 s are also shown in the
figure. Their experimental data are within 15% of the values ob-
tained from our correlation.

It was confirmed that the CHF correlation for the short vertical
tube can be widely applicable for the inner diameters~0.33–12
mm!, the outlet subcoolings~30–205 K!, the flow velocities
~4–60 m/s!and the outlet pressures~159 kPa–3.1 MPa!.

Conclusions
The critical heat fluxes~CHFs!of subcooled water flow boiling

are systematically measured for the inner-diameter (d53, 6, 9,
and 12 mm!with L/d511, the flow velocities (u54.0 to 13.3
m/s!, the outlet subcoolings (DTsub,out53 to 129 K!and the outlet
pressure (Pout5800 kPa). Experimental results lead to the follow-
ing conclusions.

1. The CHFs first decrease to the minimum CHF at the
DTsub,out of about 30 K, and then increase with an increase in
DTsub,out. The increasing rate becomes lower for higherDTsub,out.

Fig. 22 Comparison of Celata et al. data and our data with the
values derived from the CHF correlation

Fig. 23 Comparison of Mudawar and Bowers data and our
data with the values derived from the CHF correlation

Fig. 24 Comparison of Vandervort et al. data and our data
with the values derived from the CHF correlation
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2. The CHFs for DTsub,out>50 K for four different inner-
diameters withL/d511 become linearly higher with the decrease
in the diameter. The slope on the log-log graph kept almost con-
stant about20.4 for the flow velocities ranging from 4.0 to 13.3
m/s.

3. The CHFs in the range of tube diameter 3 to 12 mm at a
fixed outlet subcooling higher than 50 K are proportional tou0.4

for each tube diameter.
4. The CHFs for flow velocities from 4.0 to 13.3 m/s become

linearly higher with an increase in outlet subcooling with a slope
of 0.7 on the log-log graph.

5. The CHF correlation in nondimensional form is derived as
outlet conditions based on the experimental data forDTsub,out
>30 K.

6. The correlation can describe not only the CHFs obtained in
this work at the outlet pressure of 800 kPa but also the authors’
published CHFs~1284 points! for the wide range ofPout
5159 kPa to 1 MPa,d56, 9, and 12 mm,L549, 99 and 149 mm,
DTsub,out524 to 140 K andu54.0 to 13.3 m/s within 15% dif-
ference for 50 K<DTsub,out<140 K and within210 to 130% for
30 K,DTsub,out,50 K.

7. It was confirmed in comparison with other workers experi-
mental data that the CHF correlation for the short vertical tube can
be widely applicable for the inner diameters~0.33–12 mm!, the
outlet subcoolings~30–205 K!, the flow velocities~4–60 m/s!
and the outlet pressures~159 kPa23.1 MPa!.

Nomenclature

Bo 5 boiling number,qcr /Ghf g
cp 5 specific heat at constant pressure, J/kg K
d 5 test tube inner diameter, m
D 5 outer diameter, m
Fr 5 5u2/gd, Froude number
G 5 5r lu, mass flux, kg/m2 s
g 5 acceleration of gravity, m/s2

hf g 5 latent heat of vaporization, J/kg
L 5 heated length, m

Pin 5 pressure at inlet of heated length, kPa
Pipt 5 pressure measured by inlet pressure transducer,

kPa
Pout 5 pressure at outlet of heated length, kPa
Popt 5 pressure measured by outlet pressure trans-

ducer, kPa
Q 5 heat generation rate of test heater, W/m3

Q0 5 initial exponential heat input, W/m2

q 5 heat flux, W/m2

qcr,sub 5 critical heat flux for subcooled condition,
W/m2

r i 5 test tube inner radius, m
r o 5 test tube outer radius, m
Re 5 Reynolds number,Gd/m l

S 5 surface area of test heater
Sc 5 nondimensional subcooling,

cpl(DTsub,out)cal /hf g
t 5 time, s

Tin 5 inlet liquid temperature, K
Tout 5 outlet liquid temperature, K

Ts 5 heater inner surface temperature, K
(Tout)cal 5 calculated outlet liquid temperature, K

Tsat 5 saturation temperature, K
Tsat,out 5 outlet saturation temperature, K

DTsub,in 5 (Tsat2Tin), inlet liquid subcooling, K
DTsub,out 5 (Tsat2Tout), outlet liquid subcooling, K

(DTsub,out)cal 5 calculated outlet liquid subcooling, K
u 5 flow velocity, m/s
V 5 volume of test heater

We 5 Weber number,G2d/r ls
x 5 thermal equilibrium quality
r 5 density, kg/m3

s 5 surface tension, N/m
t 5 exponential period, s

Subscript

cal 5 calculated
exp 5 experimental

g 5 vapor
in 5 inlet

out 5 outlet
l 5 liquid

sat 5 saturated conditions
sub 5 subcooled conditions

wnh 5 with no heating

Appendix

Inlet and Outlet Pressures,Pin and Pout. Figure 25 shows
the time variations in the pressures measured by the inlet and
outlet pressure transducers,Pipt andPopt , the inlet and outlet pres-
sures calculated by Eqs.~3! and~4!, Pin andPout , heat flux,q, and
heater inner surface temperature,Ts , for Pout5735 kPa,
(DTsub,out)cal591.49 K andu513.3 m/s. The values ofPipt kept
almost constant in the whole experimental range as they are con-
trolled within 61 kPa of the desired value by the controller, al-
though they oscillated violently near the CHF point. It is consid-
ered especially in case of the small diameter tube that the pressure
drop in two-phase flow becomes larger than that in single phase
due to the vapor bubble confined in the small diameter tube. How-
ever, thePopt values showed almost the same ones, too. Therefore,
we derived Eqs.~3! and~4! by the use of linear interpretation for
the calculation of inlet and outlet pressures,Pin and Pout : the
two-phase pressure drop could not be clearly observed in high
subcooling range.

Fig. 25 Time variations in Pipt , Popt , Pin , Pout , q and Ts for
PoutÄ735 kPa, „DTsub,out …calÄ91.49 K and uÄ13.3 mÕs

Fig. 26 Time variations in DTsub,in , DTsub,out , „DTsub,out …cal , q
and Ts for PoutÄ735 kPa, „DTsub,out …calÄ91.49 K and u
Ä13.3 mÕs
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Relations Between the Measured Outlet Subcooling and the
Calculated One. The outlet subcooling averaged over the cross
sectional area was calculated by Eq.~5! as mentioned before. On
the other hand, the outlet liquid temperature was measured by
1-mm o.d., sheathed, K-type thermocouple located at the center-
line of the tube at lower stream point of 63 mm from the tube
outlet. Figure 26 shows the time variations in the inlet and outlet
subcoolings measured,DTsub,in andDTsub,out, the outlet subcool-
ing calculated by Eq.~5!, (DTsub,out)cal , q and Ts for Pout
5735 kPa, (DTsub,out)cal591.49 K andu513.3 m/s. The values
of DTsub,in kept almost constant in the whole experimental range,
although those ofDTsub,out and (DTsub,out)cal became gradually
lower with an increase in the heat flux. The average outlet sub-
coolings calculated, (DTsub,out)cal , at the CHF point for the test
tubes ofd53, 6, 9, and 12 mm are compared with those measured
experimentally,DTsub,out in Fig. 27. The (DTsub,out)cal is slightly
lower than theDTsub,out in the whole experimental range and the
difference becomes larger with an increase in the outlet subcool-
ing and the inner diameter. Relation between (DTsub,out)cal and
DTsub,out is almost described by the following equation:

~DTsub,out!cal5~20.0055d10.9825!DTsub,out22 (8)

This difference may be due to imperfect mixing, and may be
dependent on the distance of the measuring point from the tube
outlet. Therefore, we have adopted the calculated outlet subcool-
ing as a standard parameter.
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Heat Transfer Performance During
Condensation Inside Spiralled
Micro-Fin Tubes
The effect of the spiral angle on the heat transfer performance in micro-fin tube condens-
ers has not yet been clearly established because other geometric parameters affecting the
heat transfer performance were simultaneously varied in previous studies. This paper
reports on the influence of the spiral angle on the heat transfer during condensation
inside spiralled micro-fin tubes having all other geometric parameters constant. Tests
were conducted for condensation of R-22, R-134a, and R-407C inside a smooth (9.52 mm
outer diameter) and three micro-fin tubes with approximately the same diameter, having
spiral angles of 10 deg, 18 deg, and 37 deg, respectively. Experimental results indicated
a heat transfer augmentation with spiral angle increase. A new semi-empirical predictive
correlation was developed for practical design of spiralled micro-fin tubes. The proposed
new correlation predicted the majority of experimental results of the present study within
a deviation zone of620%. @DOI: 10.1115/1.1737777#

Keywords: Condensation, Enhancement, Finned Surfaces, Heat Transfer

Introduction
Efforts have been deployed in recent years toward designing

heat exchangers that simultaneously meet the requirements of en-
ergy saving, size reduction and subsequent cost reduction. This
has led to an extensive use of heat transfer augmentation technol-
ogy in order to improve heat exchangers performance. In addition,
the use in the last decade of alternative refrigerants such as zeo-
tropic mixtures, which produce heat transfer degradation during
condensation, has critically contributed to the development and
use of advanced enhancement techniques such as internally finned
tubes in order to counterbalance the heat transfer penalty. Micro-
fin tubes have emerged as one of the most efficient and commonly
used internally finned tubes as they produce a favorable combina-
tion of heat transfer augmentation and small pressure penalty. Dif-
ferent types of micro-fin tubes have been developed and among
them, spiralled micro-fin tubes have received special attention.

Schlager et al.@1# reported the condensation heat transfer coef-
ficients and pressure drop of R-22 for three micro-fin tubes of 12.7
mm outside diameter and having three different spiral angles~15
deg, 18 deg, and 25 deg!. However, their tubes had different geo-
metric parameters such as fin height and pitch, so they could not
define the effect of specific geometric factors on the performance
differences of the micro-fin tubes. Yasuda et al.@2# investigated
the condensation heat transfer coefficients and pressure drop for
micro-fin tubes of outside diameter 9.52 mm, with different fin
height, number of fins and spiral angle. They reported that the
condensation heat transfer coefficient increases with groove depth
and spiral angle. Chiang@3# confirmed these results for condensa-
tion of R-22. His study revealed that for equal tube diameters, the
heat transfer coefficient for condensation inside an axial micro-fin
tube is higher than for condensation inside an 18 deg-spiralled
micro-fin tube. However, the tested tubes had different fin heights
and apex angles, which both have significant effects on the con-
densation heat transfer coefficients. Tatsumi et al.@4# conducted
two-phase heat transfer and pressure drop studies using triangular
and trapezoidal fins. Even though geometric parameters such as

fin height, apex angle and number of fins were varied, they ob-
served that increases in the spiral angle resulted in increased heat
transfer. According to a recent review by Cavallini et al.@5#, few
papers in the open literature have been concerned with condensa-
tion of R-134a and R-407C inside spiralled micro-fin tubes. Cav-
allini et al. corroborate that condensation heat transfer in micro-
fin tubes is increased because of a combination of~i! the larger
surface area~A!, ~ii! the thinning of the condensate film~d! by a
redistribution of the liquid due to spiraling and surface tension
forces, and~iii! the presence of film disturbances caused by the
presence of the fins, all of which result in an increase of the
thermal capacity performance of the heat exchanger. However,
little work that establishes the effect of the spiral angle on the heat
transfer performance is available in the open literature. Other geo-
metric parameters affecting the heat transfer performance such as
apex angle, fin height, pitch, and thickness were also varied in the
pre-mentioned research studies. And this remains a serious limi-
tation to an optimum use of spiralled micro-fin tubes. In addition,
each previous study on condensation inside spiralled micro-fin
tubes resulted in its own semi-empirical predictive correlation de-
pending on the geometric parameters and refrigerant being inves-
tigated. Therefore, the present study had two objectives: first, to
experimentally investigate and establish the effect of the spiral
angle on the heat transfer performance during condensation inside
spiralled micro-fin tubes having all other geometric parameters
constant except spiral angle; second, to develop a semi-empirical
correlation that can be used to predict heat transfer coefficients of
spiralled micro-fin tubes.

Experimental Apparatus
A test facility was specifically constructed to measure in-tube

condensation heat transfer and pressure drop of pure refrigerants
and zeotropic mixtures. The condensation of the refrigerants was
investigated in an experimental test facility shown in Fig. 1, which
was a vapor compression heat pump water heater composed of
three independent flow loops: a refrigerant loop containing the test
condenser, a heating water loop, and a cooling water loop. The
refrigerant cycle consisted of four main components: the compres-
sor, the condenser, the expansion valve, and the evaporator. The
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compressor was a hermetically sealed, reciprocating type with a
nominal power rating of 10 kW. An oil separator was connected to
the compressor in parallel with a bypass line. Although oil con-
centration was not directly measured, the composition of the cir-
culating refrigerant could be inferred by comparing experimental
data with expected results from the Refprop refrigerants database
@6#. By manually controlling the flow through the bypass line and
the oil separator simultaneously, the oil mass fraction in the re-
frigerant could be controlled. The water-cooled type tube-in-tube
condenser consisted of two parts: the test condenser and the after-
condenser. The test condenser consisted of eight separate coaxial
double tube test sections in series labeledA, B, C, up to N, where
N58, as shown in Fig. 1. The outer tube of each test section was
a hard-drawn copper tube with an inside diameter of 17.27 mm

and an outside diameter of 19.05 mm. The inner tubes were either
smooth or spiralled microfin tubes as listed in Table 1. Sight-
glasses were installed between the test sections in order to monitor
visually the refrigerant vapor quality. All test sections were well
insulated to minimize heat leakage.

A by-pass line connected in parallel with the test condenser was
used to control the refrigerant mass flow rate through the test
condenser. The after-condenser was a coiled water-cooled, tube-
in-tube condenser, used specifically to ensure that only liquid re-
frigerant entered the Coriolis mass flowmeter. A filter-drier was
placed upstream of a hand-controlled expansion valve, which was
used to regulate the refrigerant mass flow rate subsequently
evaporating and condensing temperatures and pressures. A suction

Fig. 1 Schematic representation of the experimental apparatus

Table 1 Geometric parameters of tested inner tubes

Tube number 1 2 3 4

Type Smooth
Spiral-finned

~Microfin 10 deg!
Spiral-finned

~Microfin 18 deg!
Spiral-finned

~Microfin 37 deg!

Helix angle,b ~°! ¯ 10 18 37
Number of fins, N~-! ¯ 60 60 60
Outside diameter~mm! 9.52 9.65 9.55 9.55–9.575
Inside diameter~mm! 8.11 9.06 8.91 8.67
Fin height~mm! ¯ 0.197–0.212 0.198–0.2197 0.182–0.229
Tube wall thickness~mm! 1.3 0.292 0.302–0.312 0.445–0.447
Subsection length~mm! 1.5 1.1 0.9 0.6
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accumulator was placed upstream the compressor to retain the
liquid refrigerant and ensure that only vaporous refrigerant flowed
to the compressor.

The cooling water cycle consisted of a centrifugal pump circu-
lating the water from a 1000 liter insulated cold-water storage
tank through the system at the condensing side. A 15 kW chiller
was connected to the storage tank in order to control the cooling
water temperature~between 5°C and 25°C!. The heating water
cycle was composed of a centrifugal pump circulating the water
from a 1000 liter insulated hot water storage tank through the
system at the evaporating side. A 20 kW electric resistance heater
was connected to the storage tank to constantly control the heating
water temperature~between 30°C and 40°C!. The refrigerant flow
rate was measured by means of a Coriolis mass flow meter with
an accuracy of60.2% situated at the outlet of the test condenser
on the refrigerant-side. A second Coriolis mass flow meter~accu-
racy60.2%!placed at the inlet of the test condenser on the water-
side was used to measure the cooling water flow rate.

Absolute pressures were measured at the inlet and outlet of
each test section by means of two strain-gauge type pressure
transducers respectively~accuracy60.02%!. Two dial pressure
gauges with a range of 0 to 3000 kPa~accuracy60.2%! were
used to monitor absolute pressures, respectively, at the inlet and
outlet of the test condenser at the high-pressure side. Tempera-
tures were measured with resistance temperature detectors~RTDs!
mounted longitudinally on the outside wall of the tubes~refriger-
ant and cooling water loops!. RTDs of the Pt-100 type~accuracy
60.1°C! were used in the present study. At each measurement
location, two Pt-100s were used, one measuring the temperature at
the top and another at the bottom. Temperature values used for
data analysis were averages between top and bottom values. All
measurement instruments were connected to a data acquisition
system firstly for data readings and afterwards for data analysis.

Experimental Procedure
Experiments were conducted for refrigerants R-22, R-134a, and

R-407C whose thermodynamic properties were obtained from the
Refprop@6# database and which were condensing inside four dif-
ferent hard-drawn test condensers as listed in Table 1. During
experiments the mass flux varied between 300 kg/m2 s and 800
kg/m2 s, the pressures between 1500 kPa and 1700 kPa, saturation
temperatures between 39°C and 41°C, inlet qualities between 85%
and 95%, and outlet qualities between 5% and 15%. Only experi-
mental runs with an energy balance less than 1% were considered
for data analysis. Uncertainties in experimental variables and re-
sults are presented in Table 2. Uncertainties in experimental re-
sults were estimated using a propagation-of-error analysis by
Kline and McClintock@7#.

Data Reduction

Average Heat Transfer Coefficients. Assuming no fouling
the average heat transfer coefficients were calculated using the
following definition of the overall heat transfer coefficient:

hi5
S Ai

Ao

S 1

Uo
2

1

ho
2

do lnS do

di
D

2kw

D D 21

(1)

The average annulus heat transfer coefficientho was experimen-
tally derived by using the modified Wilson plot technique@8#
which was specifically calibrated@9# for the experimental setup
used in this study, namely

ho50.0936S ko

dh
DReo

0.74Pro
1/3S mo

mwo
D 0.14

(2)

Table 2 Uncertainties in experimental variables and results

Quantity Range

95% Uncertainty

Low Mass
Flux
~300

kg/m2 s!

High Mass
Flux
~800

kg/m2 s!

Refrigerant temperature 227–95°C 0.14 K 0.04
Water temperature 227–95°C 0.11 K 0.04
Saturation temperature ¯ 0.12 K 0.02
Log-mean temperature
difference

62.1%

Temperature difference
~water!

60.438%

Pressure 0–4000 kPa 0.28% 0.18%
Refrigerant mass flow rate 0–0.9 kg/s

~nominal range!
0.31% 0.15%

1.9 kg/s~maximum!
Water mass flow rate 0–0.3 kg/s

~nominal range!
0.15% 0.40%

0.6 kg/s~maximum!
Annulus heat transfer
coefficient

64% 65%

Average heat transfer
coefficient

67% 640%

Local heat transfer
coefficient

615%

Annulus heat transfer
coefficient

69% 611%

Average quality ¯ 4.58% 1.46%
Viscosity ¯ 0.10% 0.10%
Density ¯ 0.03% 0.04%
Tube length 0–10 m 60.11%
Tube diameter 0.01–20 mm 60.125%
Uncertainty in water heat
capacity measurement

63.39%
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where properties were calculated at the average water bulk tem-
perature in the annulus. The overall heat transfer coefficient based
on the outside area of the inner tube was defined by the expression

Uo5
Qav

AoLMTD
(3)

The average heat transfer was the average heat transfer taken be-
tween the water and refrigerant sides and the logarithmic mean
temperature difference was determined as

LMTD5
~ tsat2Tout!2~ tsat2Tin!

lnS tsat2Tout

tsat2Tin
D (4)

For pure refrigerants, the saturation temperature was obtained
from the average of the refrigerant bulk temperature at the inlet
and exit of the condensation test section. For the zeotropic mix-
ture ~R-407C!, the saturation temperature was deduced using the
following correlation of Cavallini et al.@5#:

tsat5tdew2Dtglide~12x! (5)

For condensation inside the micro-fin tube, the heat transfer coef-
ficient in the inner tube~Eq. ~1!! was based on the inside area of
a smooth tube having an inner diameter equal to the maximum
diameter of the micro-fin tube~nominal heat transfer area!.

Local Heat Transfer Coefficients. Semi-local heat transfer
coefficients were determined at the inlet and outlet of each test
section using the Eckels and Tesene@10# method

hi5S ~ t2T!pdi

ṀCpo

dT

dz

2
di
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2

di lnS di

do
D

2kw D 21

(6)

The water temperature distribution in the annulus was expressed
as a function of the axial distancez along the test section and fit to
a second power order polynomial. The axial temperature variation
dT/dz was then determined from the derivative of the second
power order polynomial and evaluated at the water temperature at
the respective measurement station.

Vapor qualities at inlet and exit of each test section were cal-
culated at saturation temperature using respectively the following
expressions:

xin5
i in2 i l

i v2 i l
(7)

xout5
i out2 i l

i v2 i l
(8)

The average vapor quality of each test section was then derived

x5
xin1xout

2
(9)

Experimental Results

Verification of the Experimental Procedure and Data Re-
duction. To verify the experimental setup and procedure of data
reduction, measured values of the average and local heat transfer
coefficients of smooth tubes and micro-fin tubes with R-22 were
compared to the measurements of Eckels and Tesene@10#, Muzzio
et al. @11#, and Eckels and Unruh@12# at saturation temperatures
of 35°C and 40°C over a mass flux range of 58 to 400 kg/m2 s. It
was found that for smooth tubes, the present experimental setup
over predicted the average heat transfer coefficients by approxi-
mately 6% on average, with a maximum error of 18% at low mass
fluxes of 89 kg/m2 s. For micro-fin tubes, the agreement is better
than for smooth tubes. The heat transfer coefficients are over pre-
dicted by approximately 2% on average and the maximum error is

3% at a mass flux of approximately 100 kg/m2 s. Pressure drops
were all within 10% of the measurements of Eckels and Tesene
@10#. More details on the verification of the experimental proce-
dure and data reduction are given in references@13–15#.

Heat Transfer Coefficients. As representative results, Fig. 2
presents average heat transfer coefficients for condensation of
R-407C in smooth and micro-fin tubes as a function of mass flux
for a smooth tube and micro-fin tubes at different helix angles.
The measured values are shown as well as the trend lines. The
heat transfer coefficients increase monotonically with an increase
of the spiral angle, due to the additional swirling secondary flow
that is set up at larger helix angles. These large helix angles cause
a distinct redistribution of the condensed liquid around the tube
inner-surface, which essentially simulates an annular flow with a
tick film that enjoys an accompanying increase in heat transfer. It
was also shown@16# that that the micro-fins bring about a heat
transfer area increase~compared to a smooth tube! that is propor-
tional to 1/cos~b!, which gives 1.02 forb510 deg, 1.05 forb518
deg, and 1.25 forb537 deg. The larger helix angles, therefore,
also ensure greater heat transfer areas, and, thus, greater heat
transfers.

As the mass flux increased with 166% from 300 kg/m2 s to 800
kg/m2 s, the heat transfer coefficients increased with 124% for
smooth tubes, and 64%, 69%, and 69% respectively for 10 deg, 18
deg, and 37 deg micro-fin tubes. The increase of the heat transfer
coefficients of the micro-fin tubes are therefore approximately
constant and is not a strong function of mass flux as the heat
transfer coefficients of smooth tubes. This indicates that the high
turbulence that is evident at high mass fluxes, results in a suppres-
sion of any possible heat transfer enhancement effect of the
micro-fin tubes relative to the smooth tube. Although the results in
Fig. 2 are only for R-407C, similar results were found for R-22
and R-134a.

In Fig. 3 the enhancement factors of the average heat transfer
coefficients are given for the micro-fin tubes in comparison to
smooth tubes. The enhancement factor was defined as the ratio of
the heat transfer coefficient of the micro-fin tube to the heat trans-
fer coefficient of the smooth tube, with the same temperature dif-
ference between the wall and the refrigerant. The enhancement
factors are given as function of mass flux for R-22, R-134a, and
R-407C for spiral angles of 10 deg, 18 deg, and 37 deg micro-fin
tubes. At the lowest mass flux of 300 kg/m2 s the enhancement
factor is the highest while the lowest heat transfer augmentation
was observed at the highest mass flux of 800 kg/m2 s. The reason
being that the micro-fin tube ensures that the flow regime stays
annular for a longer period before it changes to a stratified/wavy
regime. The micro-fins therefore delay the onset of liquid-

Fig. 2 Average heat transfer coefficients for condensation of
R-407C inside micro-fin tubes. „Uncertainties in average heat
transfer coefficient: Á7% at low mass fluxes; Á40% at high
mass fluxes; Uncertainties in mass fluxes: Á0.31% for low
mass fluxes; Á0.15% for high mass fluxes. …
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accumulation at the bottom of the tube. As the mass flux in-
creases, the flow regime remains annular for even a longer period
@16#. At a mass flux of 500 kg/m2 s the enhancement factors are on
average approximately 33% higher than at 800 kg/m2 s. At this
same mass flux, the enhancement of the 10 deg micro-fin tube
compared to a smooth tube is approximately on average 170% to
180% for an 18 deg, and 220% for a 37 deg micro-fin tube. Fur-
thermore, for a specific helix angle the enhancement factors of the
three different refrigerants considered are approximately the same.

In Fig. 4, the semi-local~or sectional!heat transfer coefficients
are given for condensation of R-134a inside smooth and micro-fin
tubes at spiral angles of 10 deg, 18 deg, and 37 deg, at mass fluxes
of 300 kg/m2 s and 800 kg/m2 s. Trend lines were fitted through all
the experimental values. The data for the refrigerants R-22 and
R-407C and for other mass fluxes other than reported in Fig. 4, are
available in@15#. All the results show that the heat transfer coef-
ficients increase as the mass flux and vapor quality increase. Also
apparent are that the heat transfer coefficients of the micro-fin
tubes are all higher than the heat transfer coefficients of the
smooth tubes. Furthermore, the heat transfer coefficients increase
with spiral angle.

Figure 5 presents local heat transfer enhancement factors rela-
tive to smooth tubes at mass fluxes of 300 and 800 kg/m2 s for all
three refrigerants for all three the spiral angles. The heat transfer
enhancement factors are the highest at low qualities and the low-
est at high qualities. Furthermore, the heat transfer enhancement
factors at the lower mass fluxes of 300 kg/m2 s is higher than at
the higher mass fluxes of 800 kg/m2 s when the same refrigerants
and spiral angles are compared. Visual observations of the flow
pattern@16# revealed the dominance of intermittent flow in this
regime~viz. for x,30%) with the flow becoming stratified-wavy

at very low vapor qualities. The main mechanism of heat transfer
in this flow regime is conduction through the liquid film at the top
of the tube. This liquid film is very thin, so that the presence of
micro-fins reduces the thickness of the film considerably, which
also considerably reduces the film conduction resistance. There-
fore, a large enhancement factor is obtained under low mass flux
conditions. Since wavy~stratified!flow prevailed over the entire
vapor quality range, the enhancement factor remained relatively
constant with varying vapor quality.

At vapor qualities greater than 30%, the enhancement reduces
quickly, and then steadies out. The enhancement mechanism with
respect to increasing vapor quality may result from an interaction
between the micro-fins and the vapor-liquid interface of the fluid
in the tube. At low vapor quality the micro-fins are flooded by the
condensate, so little or no fin surface is exposed on which surface
tension drainage can act. That is, the curvature of the condensate-
vapor interface is nearly constant. Then, only vapor shear force is
important. In this case, the heat transfer mechanism is the same as
for a smooth tube@16#.

Therefore, at a vapor quality approximatelyx50.5, the thick-
ness of the liquid film is increased when the mass flux is in-
creased. This implies that forx.0.5, the condensate film is suf-
ficiently thin so that part of the fin height penetrates into the vapor
region. It is therefore not flooded by condensate. So, the expected
increase in convective heat transfer with increase in mass flux is
also offset by the increasing thickness of the liquid film~accord-
ing to h5kl /d). At very high vapor qualities and very thin liquid
films on the tube surface, the micro-fins may therefore be very
effective at mixing the liquid-vapor interface due to their proxim-
ity to the vapor-liquid interface. It is also possible to obtain an
additional enhancement at very high qualities from surface-
tension drainage forces on the micro-fin tips. However, as the
liquid accumulates on the surface, both the liquid-vapor interface
mixing and the surface tension effects diminish@16#.

Therefore, as the vapor quality increases, the flow regime
changes from stratified-wavy and intermittent flow to annular
flow. In the annular flow regime, the thickness of the annular film
is initially large compared to the fin height, which reduces the
relative effect of the micro-fins, thus reducing the enhancement
factor. As the vapor quality further increases, the thickness of the
condensate film is reduced enough so that the fin-effect again
becomes important~relative to the conduction effect related to the
condensate film thickness!. This produces the relatively high en-
hancement factors at high vapor qualities@16#.

The heat transfer enhancement factors also increases as the spi-
ral angle increases, which is directly related to the earlier noted
increase of heat transfer coefficient with an increase in the helix
angle. It can also be concluded from Fig. 5 that in general the heat
transfer enhancement factors of R-134a are the highest, followed

Fig. 3 Enhancement factors for condensation inside micro-fin
tubes

Fig. 4 Local heat transfer coefficients for condensation of
R-134a inside micro-fin tubes. „Uncertainties in local heat
transfer coefficient: Á15%; Uncertainties in vapor quality:
Á4.58% at low mass fluxes; Á1.46% at high mass fluxes. …

Fig. 5 Local enhancement factors for refrigerants in micro-fin
tubes at mass fluxes of 300 kg Õm2 s and 800 kgÕm 2 s at three
different spiral angles
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by R-407C and R-22, and that the differences are small. The better
condensation performance of R-134a is ascribed mainly to its low
reduced vapor pressure and low vapor density~hence, greater va-
por specific volume!, compared to the higher-pressure refriger-
ants, R-22 and R-407C.

In Fig. 6, the heat transfer enhancement factor is given for
R-407C~similar trend for other refrigerants tested! as function of
spiral angle for two different mass fluxes of 300 kg/m2 s and 800
kg/m2 s. Again, as was concluded in Fig. 2, the heat transfer en-
hancement is higher at the lower mass flux of 300 kg/m2 s than at
the higher mass flux of 800 kg/m2 s. For a spiral angle increase of
10 deg to 18 deg the heat transfer enhancement is moderate, but
more substantial when varying the helix angle from 18 deg to 37
deg.

Figure 7 shows the heat transfer enhancement factor increases
with spiral angle for different quality values~similar trend for all
three refrigerants!. At the lowest quality value of 0.1 the heat
transfer enhancements are the highest as was also observed in Fig.
5, while the enhancement is the lowest at the highest quality of
0.9. If the mass flux is kept constant at 800 kg/m2 s the enhance-
ment factor increases as a function of spiral angle, for different
vapor qualities, as is shown in Fig. 8. Again, the enhancement
factor increases as the spiral angle increases and the highest en-
hancements occur at the lowest qualities. A different trend was
observed at the highest mass flux of 800 kg/m2 s where a moder-
ate augmentation was observed over the entire vapor quality
range. This disparity in enhancement factor depending on vapor
quality and mass flux was an indication that in addition to the heat
transfer area increase, other factors strongly depending on the
flow regime prevailed in each local point of the test condenser
caused additional heat transfer augmentation. It appears@15#, that

additional heat transfer augmentation was produced by~a! the
turbulence in the film liquid due to the presence of spiralled
micro-fins, and~b! the effect of surface tension forces. These two
factors are strong functions of vapor quality and mass flux.

Heat Transfer Correlation
A new correlation for the prediction of heat transfer during

condensation inside spiralled micro-fin tubes was developed based
on experimental results of the present study. The database of ex-
perimental results, from which the predictive correlation was gen-
erated consisted specifically of measurements for annular and in-
termittent flow regimes; therefore, the new predictive model is
appropriate for annular flow. This model was also used as a good
approximation for intermittent flow, which indicates that annular
flow models predict refrigeration condensation performance effec-
tively when the flow is of such a nature that mostly annular and
intermittent flow are present; and, therefore, also, that the annular
flow models effectively capture the flow geometry of intermittent
flow @16#.

The approach adopted to develop the new predictive correlation
consisted of three steps: first, identification from existing smooth
in-tube condensation models, the best predictor of experimental
results of the present study; second, identification of modifiers to
be applied to the selected smooth tube correlation in order to
improve the agreement between experimental data and predicted
values. The third and most crucial step was to apply modifiers to
the proposed new smooth tube correlation in order to adapt it for
the prediction of heat transfer during condensation inside spiralled
micro-fin tubes. These modifiers had to reflect the influence of
geometric parameters of the micro-fin tube. The Akers et al.@17#
model, which was identified as the best predictor of current ex-
perimental results, was selected as a reference for developing the
new predictive correlation. The general form of the new correla-
tion for smooth tubes that corresponds to the Akers model is

Nu Prl
21/35C1 Reeq

C2 Pred
C3 (8)

The value of reduced pressure is informative regarding the
variation in fluid properties. At high values of reduced pressure,
the liquid and vapor densities become similar, at which point a
homogeneous void fraction model is applicable, which assumes
that the vapor and liquid phases travel at the same velocity in the
condenser tube. This further implies higher values of vapor den-
sity and viscosity, and lower values of liquid density and viscosity.
The surface tension, which has the interpretation of the work re-
quired to increase the interfacial area@16#, also decreases as the
reduced pressure increases and the phases become more similar.
At a given temperature, the reduced pressure is lowest for the

Fig. 6 Enhancement factor versus spiral angle for condensa-
tion of R-407C inside micro-fin tubes at mass fluxes of 300
kgÕm 2 s and 800 kgÕm 2 s

Fig. 7 Enhancement factor versus spiral angle for condensa-
tion of R-22 inside micro-fin tubes at 300 kg Õm2 s

Fig. 8 Enhancement factor versus spiral angle for condensa-
tion of R-134a inside micro-fin tubes at a mass flux of 800
kgÕm 2 s
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R-134a~i.e., Pred50.26), followed by R-22~i.e., Pred50.31) and
then R-407C~i.e., Pred50.36), calculated at a saturation tempera-
ture of 40°C.

The reduced pressurePred was, therefore, added to the original
Akers et al. @17# model. This modifier effectively reflected the
effect of the inlet pressure of the condensing fluid on the thickness
of the condensing liquid film; the thickness of the liquid film
being a factor that considerably affects the heat transfer perfor-
mance during condensation in smooth tubes.

A total of 144 experimental points for the micro-fin tubes from
the present study were used for the three refrigerants to determine
the constantsC1 , C2 , andC3 by using a power regression analy-
sis. The constants wereC150.0323,C250.82, andC350.3, if
and when 2,Prl,5, 0.2,Pred,0.4, and Reeq.20,000.

The model for condensation inside spiralled micro-fin tubes
was derived from the new smooth tube predictive correlation by
inserting two new dimensionless parametersJ andW. The modi-
fier J accounted for heat transfer surface area increase~being a
function of increasing spiral angle! while the modifier W ac-
counted for surface tension force effects. The general form of the
new spiralled micro-fin tube predictive correlation was expressed
as

Nu Prl
21/350.0323 Reeq

0.82Pred
0.3@11C4JC5WC6# (9)

The heat transfer surface area modifierJ was defined as the ratio
of the actual heat transfer area (Aa) to the nominal heat transfer
area (An)

J5
Aa

An
511

2eN

pdi cosb
(10)

The surface tension force modifierW was defined as

W5S x

12xDBo (11)

A total of 144 experimental runs from the present study were used
for each tested refrigerant~R-22, R-134a, and R-407C! and test
condenser to determine the constantsC4 , C5 , andC6 by employ-
ing the power regression analysis. The following new predictive
correlation was, therefore, generated for condensation inside spi-
ralled micro-fin tubes:

h50.0323S k1

deq
DReeq

0.82Prl
1/3Pred

0.3F110.176J5.3S S x

12xDBoD 20.08G
(12)

with C450.176,C555.282, andC6520.083.
Figure 9 presents a comparison between experimental and pre-

dicted heat transfer coefficients~Eq. ~12!!. A good agreement was

observed as the majority of data points fell within the620%
deviation zone. Using similar but not exactly comparable data as
the fin geometries are not necessary the same, the predictive equa-
tion ~Eq. 12!was compared to the prediction methods of Cavallini
et al. @5#, Yu and Koyama@18# and Kedzierski and Goncalves
@19#. Figure 10 shows that the Cavallini et al.@5# and Kedzierski
and Goncalves@19# models under predict the current experimental
results by about 25 and 50% respectively. The Yu and Koyama
@18# model over predicts the current experimental results by about
10% while the new predictive model~Eq. ~12!! under predicts the
current experimental results by about 12%. Taking into account
the uncertainties in experimental results, this was an indication
that the new predictive correlation was in reasonable agreement
with both the pre-mentioned predictive models and the current
experimental results.

Conclusion
The effect of the spiral angle on the condensation heat transfer

performance of spiralled micro-fin tubes has been investigated in
this study and a new correlation was proposed for predicting con-
densation heat transfer inside smooth and spiralled micro-fin
tubes. Tests were conducted for condensation of R-22, R-134a,
and R-407C inside smooth and micro-fin tubes having spiral
angles of 10, 18, and 37 deg respectively. The mass fluxes ranged
between 300 kg/m2 s and 800 kg/m2 s and measurements were
taken at an average saturation temperature of 40°C.

In general, heat transfer coefficients increased with an increase
in mass flux. The highest heat transfer augmentation was observed
at the lowest mass flux of 300 kg/m2 s. The heat transfer augmen-
tation decreased as the mass flux was increased, producing the
lowest heat transfer augmentation at the highest mass flux. At
lower mass fluxes~ranging between 300 kg/m2 s to 500 kg/m2 s!,
a substantial heat transfer augmentation was observed for the va-
por quality ranging between 0.1–0.3 which corresponds to the
intermittent flow region. However, a moderate heat transfer aug-
mentation was observed for the vapor quality ranging between
0.4–0.9 which corresponds to the transitional and annular flow
region. At higher mass fluxes~ranging between 600–800
kg/m2 s!, a different trend was observed where a moderate heat
transfer augmentation occurred over the entire range of vapor
quality. The spiraled micro-fins at 37 deg produced the highest
heat transfer augmentation while 18 deg spiraled micro-fins pro-
duced a moderate heat transfer augmentation.

A predictive correlation for annular flow has been generated
from current experimental results. The new correlation is in good
agreement with experimental results, the majority of data points
falling within a deviation zone of620%. The correlation was also
tested against other correlations for microfin tubes~although not

Fig. 9 Comparison between experimental and predicted heat
transfer coefficients for condensation inside smooth and
micro-fin tubes

Fig. 10 Comparison between experimental and predicted heat
transfer coefficients calculated from different predictive mod-
els for condensation inside spiralled micro-fin tubes. „Uncer-
tainties in local heat transfer coefficient: Á15%.…
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necessarily with the same fin geometry!. However, more investi-
gation is needed in the future to test the credibility of the new
correlation and its range of applicability. Furthermore, more data
are needed for condensation inside spiralled micro-fin tubes cov-
ering a broad range of refrigerants and most importantly a wider
range of flow regimes.
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Nomenclature

A 5 area@m2#
Aa 5 actual heat transfer area of the micro-fin tube (pdeqL

5pdiL12eNL/cosb), @m2#
Across,a 5 actual cross sectional area of the micro-fin tube

(pda
2/4), @m2#

Ai 5 nominal heat transfer area of the micro-fin tube
(pdiL), @m2#

Ao 5 outside surface area of the inner tube (pdoL), @m2#
b 5 fin thickness@m#

Bo 5 bond number (gr lepdi /8Ns), @-#
Cp 5 specific heat at constant pressure@J/kg K#

d 5 tube diameter@m#
da 5 actual diameter of the microfin tube

(di12Neb/cosb), @m#
Di 5 inside diameter of the outside tube,@m#
dh 5 hydraulic diameter (Di2do), @m#
deq 5 equivalent diameter (4Across,a /Aa), @m#

e 5 fin height,@m#
g 5 gravity acceleration@m/s2#
h 5 heat transfer coefficient@W/m2 K#
i 5 enthalphy@J/kg#
k 5 thermal conductivity@W/m K#
L 5 length @m#

LMTD 5 log mean temperature difference@°C#

Ṁ 5 water mass flow rate@kg/s#
ṁ 5 refrigerant mass flow rate@kg/s#
N 5 number of fins@-#
Q 5 heat transfer@W#
T 5 water temperature@°C#
t 5 refrigerant temperature@°C#

U 5 overall heat transfer coefficient@W/m2 K#
x 5 vapor quality@-#
z 5 axial distance along the test section@m#
b 5 spiral angle@deg#
d 5 film thickness@m#
r 5 density@kg/m3#
s 5 surface tension@N/m#
m 5 viscosity @Pa/s#

Dimensionless Parameters

J 5 modifier accounting for surface area increase
(Aa /An)

Nu 5 Nusselt number@-#
Pr 5 Prandtl number@-#

Pred 5 reduced pressure (Pcond/Pcrit), @-#
Re 5 Reynolds number@-#

Reeq 5 equivalent Reynolds number
G@(12x)1x(r l /rv)0.5#di /m l , @-#

W 5 modifier accounting for surface tension forces effect
(x/(12x)Bo!, @-#

Subscripts

av 5 average
cond 5 condensing

crit 5 critical
dew 5 dew point

eq 5 equivalent
glide 5 glide

i 5 inner ~refrigerant-side!
in 5 inlet
l 5 liquid
o 5 outer ~water-side!

out 5 outlet
sat 5 saturation
v 5 vapor
w 5 tube wall

wo 5 outside wall of inner tube
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Planar Simulation of Bubble
Growth in Film Boiling in
Near-Critical Water Using a
Variant of the VOF Method
A planar simulation of film boiling and bubble formation in water at 373°C, 219 bar on
an isothermal horizontal surface was performed by using a volume of fluid (VOF) based
interface tracking method. The complete Navier-Stokes equations and thermal energy
equations were solved in conjunction with a interface mass transfer model. The numerical
method takes into account the effect of temperature on the transportive thermal properties
(thermal conductivity and specific heat) of vapor, effects of surface tension, the interface
mass transfer and the corresponding latent heat. The computations provided a good
insight into film boiling yielding quantitative information on unsteady periodic bubble
release patterns and on the spatially and temporally varying film thickness. The compu-
tations also predicted the transport coefficients on the horizontal surface, which were
greatly influenced by the variations in fluid properties, compared to calculations with
constant properties.@DOI: 10.1115/1.1737779#

Keywords: Boiling, Bubble Growth, Computational, Heat Transfer, Mass Transfer, Sur-
face Tension.

1 Introduction
Numerous publications in the open literature document that

there has been a long-lasting interest among the researchers to
clarify interface transport mechanisms in liquid-vapor phase
change processes. In the past, appropriate studies in this field were
carried out experimentally. Albeit having very useful contributions
in the development of the subject, the early investigations could
not provide the physical details needed for a closer understanding
of the bubble formation and the time varying heat transfer char-
acteristics. Experimental studies in boiling have yielded several
empirical correlations that are valid for specific cases. Only the
advancement of computational techniques have opened up new
ways to carry out the investigations in detail on boiling, revealing
the nuances of the interface transport processes. The volume of
fluid ~VOF! method of Hirt and Nichols@1# forms the building
block of computations involving two fluids separated by a sharp
interface. The VOF method has been modified very successfully
by Welch and Wilson@2# to simulate horizontal film boiling. Son
and Dhir @3# have also performed complete numerical simulation
of the evolution of the vapor-liquid interface during film boiling
on a horizontal surface. In another approach, Son and Dhir@4#
have modified the level set method of Sussman et al.@5# to per-
form numerical simulation of film boiling. At low wall superheats,
they have observed the upward movement of the interface initiat-
ing the vapor bubble formation. Having released the bubble, the
interface drops down alternatively at the nodes and anti-nodes of a
Taylor wave.

Juric and Tryggvason@6# have performed excellent simulations
of film boiling using single field formulation where one set of
conservation equations are written for the entire flow field and
different phases are treated as one fluid with variable material
properties. They have used source terms in the continuity and the
energy equations as an enhancement of the method of Unverdi
and Tryggvason@7#. Interfacial source terms for surface tension,

interface mass transfer and latent heat are added as delta functions
that are nonzero at the interface boundary. Banerjee and Dhir@8#
have performed direct simulation of evolving interface during
sub-cooled film boiling. The simulation provides the shape and
growth rates of the interface and the associated thermal behavior.

The overview on numerical simulations of pool boiling has
been authoritatively reviewed by Dhir@9#. He pointed out that
numerical simulations of evolving liquid-vapor interfaces during a
phase change process such as boiling provide significant addi-
tional insights into the phenomena. More recently Welch and
Rachidi @10# developed another VOF based interface tracking
method to explore film boiling on a horizontal surface and con-
sidered a conjugate problem between a solid wall and the boiling
fluid. They carried out the analysis considering constant thermal
properties at the saturation temperature, whereas it has been seen
from the NBS/NRC Table~Table 1!that at near critical pressure,
the transportive thermal properties of vapor vary significantly with
temperature. The present work is an extension of the work by
Welch and Rachidi@10# with respect to the variable thermal prop-
erties. In this work, we consider a heated wall with a uniform
temperature of 388°C, superheated by 15°C relative to the pool of
saturated water at near-critical conditions of 373°C, 219 bar (Tc
5374.15°C,Pc5221.29 bar). The model assumes that location of
the bubbles are spaced on a solid surface in a square pattern sepa-
rated by the Taylor fastest-growing wavelength given by Berenson
@11#

lo52pA 3s

~r l2rg!g
(1)

The bubble diameter and the bubble height in Berenson’s model
are considered to be proportional to the bubble spacing. However,
the characteristic length in the present investigation, for present-
ing the pertinent dimensionless parameters, such as, Nusselt num-
ber has been considered as

l5A s

~r l2rg!g
(2)
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This three-dimensional geometry is further simplified to planar
geometry. In this investigation we explore by the numerical simu-
lations discussed below the nature of the heat transfer processes
and particularly the influence of the large variations in the thermal
and transport properties of the vapor.

2 Formulation of the Problem
The mass, momentum and energy conservation equations for

the incompressible Newtonian fluids for the liquid and vapor
phases are given by

]Ui

]xi
50 (3)

rS ]U j

]t
1

]UiU j

]xi
D52

]p

]xj
1

]

]xi
S m

]U j

]xi
D (4)

S ]~rcpu!

]t
1

]~rcpuU j !

]xj
D5

]

]xj
S k

]u

]xj
D (5)

Here, U j , p, cp , r, u, m and k are the fluid velocity, pressure,
specific heat, density, temperature, viscosity and thermal conduc-
tivity, respectively. The dissipation term in the energy equation
has been neglected.

2.1 Boundary Conditions. Figure 1 shows the domain of
interest for the present investigation. The simulation is planar,
two-dimensional. The computational domain is given by ABCD.
The boundary conditions are symmetry conditions at the left and
right boundaries

at x50 and x5lo/2: u50;
]v
]x

50;
]u

]x
50

Constant wall temperature condition is used on the solid-fluid in-
terface

at y50 u5usup

Outflow boundary conditions are used on the top surface of the
domain

at y5H
]u

]y
5

]v
]y

5
]u

]y
50; P5Po

The outlet pressure is the saturation pressure less the hydrostatic
pressure difference from the initial film level to the outlet. The
boundary condition at the vapor liquid interface is of special con-
cern in this study. In order to address this issue, a suitable inter-
face tracking method has been implemented.

2.2 Interface Tracking. The presence of two phases in the
fluid requires handling of the phase interface. We advect the in-
terface using enhancement of VOF method of Hirt and Nichols@1#
due to Youngs@12#. The method of Youngs is implemented at the
end of a time cycle to calculate the new density field using con-
servation of mass for each cell

]

]t EVc

rdV1E
Sc

rv"ndS50 (6)

whereVc is the cell volume andSc is the cell surface. The symbol
v is used for the fluid velocity. Once, the new cell densities are
found, the cell void fractions are calculated using

a5
r2rg

r l2rg
(7)

Here,r l andrg are the densities of the saturated liquid and satu-
rated vapor, respectively. The implementation of the method of
Youngs has been well documented in Welch and Wilson@2#, Rud-
man@13# and Rider and Kothe@14#. The phase interface is repre-
sented by piecewise linear curves. Figure 2 shows a typical two
phase cell. The orientation of the curve within each two phase cell
is determined using the procedure described by Welch and
Rachidi @10# based on LVIRA method of Puckett et al.@15#. The
method requires minimization of the function

Gi j ~n!5 (
k,l 521

1

$a i 1k, j 1 l2â~n,l ! i 1k, j 1 l%
2 (8)

Herea i , j is the actual void fraction of the cell~i, j! and â(n,l ) i , j
is the function that maps the line with orientationn and offset
length l into a void fraction of the cell~i, j!. This constrainedFig. 1 The domain for the simulation of film boiling

Fig. 2 A typical two phase cell with piecewise linear interface

Table 1 Properties from NBS ÕNRC table for vapor phase

Temperature, °K k, W/mK cp , kJ/kgK m, Pas

646.15 0.5383 3.5203102 3.23031025

647.81 0.2502 0.43183102 2.91231025

649.48 0.2126 0.28543102 2.82531025

651.15 0.1918 0.22273102 2.77531025

652.81 0.1777 0.18643102 2.74331025

654.48 0.1673 0.16223102 2.72031025

656.15 0.1591 0.14483102 2.70431025

657.82 0.1524 0.13163102 2.69231025

659.48 0.1468 0.12113102 2.68331025

661.15 0.1421 0.11263102 2.67631025
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minimization of the functionGi j (n) is a nonlinear problem requir-
ing an initial estimate forn. This initial n is the value determined
by the modified VOF method of Youngs@12# as

n5
¹a

u¹au
(9)

In order to maintain the continuity of the text, LVIRA algorithm is
not being discussed here in detail. More information on LVIRA is
available in the appendix. Given the orientation of the planar sur-
face that represents the interface in a cell, we determine the loca-
tion of the oriented surface, such that the surface partitions the cell
into liquid and gas regions of correct volume, based upon the void
fraction ~which is defined as the volume fraction of the liquid! of
the cell. Given the location of the planar interface~i.e., knowing
n, l! in each two phase cell and the velocity at a junction face
between two cells, the mass flux is determined from simple volu-
metric considerations. Once the mass is fluxed across the cell
boundaries in one direction~Fig. 3!, the interface is reconstructed
before mass is fluxed in the second direction. This is the Direction
Split Approach of Rudman@13#.

2.3 Jump Conditions at Liquid Vapor Interface. The
mass transfer across the interface is modeled following Welch and
Rachidi @10#. We consider a computational cell containing a vol-
ume of the liquid phase adjacent to a volume of the vapor phase.
We write a mass balance for each phase as

d

dt EVg~ t !
rdV1E

Sg~ t !
rv.ndS1E

SI ~ t !
r~v2vI !.ndS50 (10)

d

dt EVl ~ t !
rdV1E

Sl ~ t !
rv.ndS1E

SI ~ t !
r~v2vI !.ndS50 (11)

HereVl , Sl , Vg , Sg are the volume and surface of the liquid and
vapor regions, respectively.SI is the phase interface at the com-
mon boundary of the two regions, moving with velocityvI . The
normal vectorn points into the liquid phase onSI . From the
above, and taking into account the incompressibility of each
phase, and under the situation that the overall volume is time
invariant, the conservation of mass statement for the cell volume
is determined

E
Sc

v.ndS1E
SI ~ t !

i~v2vI !i .ndS50 (12)

Here, i.i indicates the jump in the variable of interest across the
phase interface andSc is the surface bounding the computational
cell. The mass and energy jump conditions at the interface may be
estimated as

ir~v2vI !i .n50 (13)

irh~v2vI !i .n52iqi .n (14)

entails the contribution of jump in the conservation of mass equa-
tion as

i~v2vI !i .n5S 1

r l
2

1

rg
D iqi .n

hlg
(15)

Here,h is the enthalpy andhlg5hg2hl is the latent heat of va-
porization whileq is the heat flux vector. We assume the phase
interface to be at the saturation temperature of the liquid pressure

u I5usat~Pl ! (16)

The temperature condition in Eq.~16! is a widely used approxi-
mation. The work of Son and Dhir@4# justifies this approximation.
We neglect kinetic energy and viscous work terms in the energy
jump and the viscous dissipation is also neglected.

2.4 Modified Momentum Equation. The momentum equa-
tions are augmented using the continuum surface tension model of
Brackbill et al.@16# in the following way:

r~ã !S ]v

]t
1v.¹vD52¹P1r~ã !g1¹•@m~ã !~¹v1~¹v!T!#

1sk¹ã (17)

whereã is a smoothened void field andk is the curvature of the
surface defined by smoothened void field. The surface tension
force is applied to a transition region of nine cells thick centered
at the interface. The density and viscosity vary with the void fields
as

r~ã !5ãr l1~12ã !rg (18)

m~ã!5ãm l1~12ã !mg (19)

In the sequel, it can be said that for the interface cells, we use the
augmented momentum Eq.~17!, the modified conservation of
mass Eq.~12! and the energy jump condition given by Eq.~14!.
The discontinuity of the velocity field, the velocity gradients, and
the viscosity are treated by smoothing.

2.5 Numerical Procedure. The spatial discretization of
governing equations is obtained using a staggered grid arrange-
ment of Harlow and Welch@17# with scalars located at the cell
centers and velocity components located at the center of the cell
faces. The convection terms of the momentum equation are dis-
cretized by higher order methods using an ENO discretization
scheme~see Chang et al.@18#!. The convection terms in energy
equation are discretized by QUICK@19#. The temporal discretiza-
tion is described by a semi-implicit forward Euler method. We
begin a time cycle by solving the explicit energy equation in the
bulk fluid phases

un115un.1
dt

rcp
@2v.¹~rcpu!1¹~k¹u!#n (20)

After every time step with the help of new temperature field,
thermal conductivity and specific heat at each cells are calculated.
The thermal properties and temperature field thus obtained are
used to form the interfacial heat flux jump appearing in the mass
source term. The continuity and momentum equations are dis-
cretized in time as

E
Sc

vn11.ndS1E
Sl ~ t !

S 1

r l
2

1

rg
D iqn11i .n

hlg
dS50 (21)

vn115vn2dt~v.¹v!n2
dt

rn $¹Pn111~rg!n

1¹.@m~¹v1~¹v!T!#n1s~k¹ã!n% (22)

The velocity for the new time step is eliminated from these dis-
crete equations and resulting pressure equation is solved by an

Fig. 3 Schematic of cell flux calculation
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iterative method based on a preconditioned conjugate gradient
scheme of Van der Vorst@20# that has been implemented by Welch
and Rachidi@10#. Once the pressure at the new time level is ob-
tained, the velocity at the new time level is found from the dis-
crete momentum equations and the new density field is found
from Eq. ~6! as

rn115rn1dtE
Sc

rvn11.ndS (23)

As discussed earlier, at this stage LVIRA algorithm is invoked.
The cells that are not mixture cells, or are not adjacent to mixture
cells, do not require this treatment. Once the new density field is
found, the new void fraction may be calculated and the mixture
cell interfacial geometry can be updated.

The numerical scheme is based on the explicit time-
advancement strategy. The time step is determined from the limit
imposed on a capillary wave traveling in an infinite medium@2#.
The wave is not allowed to travel more than half a cell width
during a time step.

3 Results and Discussion
The simulations were performed with variable and constant

thermal properties of the fluid. The variable properties are indi-
cated in Table 1. The constant properties are evaluated at near-
critical conditions of 373°C and 219 bar. These properties are
given in Table 2. The computational domain chosen for the
present simulation is shown in Fig. 1. Since the problem is sym-
metric, a computational domain with widthlo/2 was chosen. In
the present simulation the numerical values oflo andl are 2.270
mm and 0.2087 mm, respectively. The height of the domain,H
was set aslo with initial interface height,d set to

d5
lo

128H 21cosS 2px

lo
D J (24)

We first present results of a convergence study undertaken to find
an adequate grid resolution. For this, simulations were performed
with three grid-meshes, viz., 903180, 1803360 and 3603720.
Figure 4 shows the interfacial shape at the instant of bubble re-
lease from the surface for the above-mentioned grid resolutions.
We observe that the 1803360 and 3603720 produce nearly iden-

tical results; hence, we choose the 1803360 grid for our subse-
quent simulations. The same simulation run on 1803360 with the
time step halved also gives nearly identical results as seen in Fig.
5. Thus the 1803360 grid with the time step used in spatial con-
vergence study provides results converged in time and in space,
and it is used for all the subsequent simulations. In the present
simulation we considered water near the critical point and the
vapor transportive thermal properties~thermal conductivity and
specific heat of vapor! varying with temperature. As mentioned
earlier, the properties are given in Table 1. The interfacial proper-
ties and density are provided by Table 3. At the outset, we present
numerical simulations showing growth of the bubble and its re-
lease pattern, with constant wall temperature boundary condition
of 15°C superheat. We used a data set of thermal properties~from
Table 1!containing ten values in the range of 15 deg superheat
and interpolated the properties to get intermediate values at any
temperature corresponding to the cell temperature.

Figure 6 shows the periodic bubble release patterns with grow-
ing interface and varying vapor volume. The steady cyclic growth
and release of vapor bubbles is usually called ebullition cycle.
Starting with a thin vapor layer, gradually the bubble grows big-
ger. Finally, the bubble reaches a limit at which it detaches. The
detached bubble moves upwards and leaves the domain of inter-
est. The released bubble leaves a very thin vapor film near the
nodal position on the wall on which it had rested prior to its
departure. Due to the vapor production at the interface the thin
vapor layer again grows in size. The next bubbles tend to grow at
the outer side walls, which are basically the anti-nodes according
to the Taylor’s wave length.

The ebullition cycle or bubble release cycle is revealed through
the sequence of varying interface boundary at different time in-
stants. The mechanism for the repeating pattern can be described
in the following way. After the bubble is released from the sur-
face, the vapor left behind experiences a downward force due to
surface tension. Subsequently this vapor packet is pushed down
towards the film. The vapor packet impinges on the horizontal
surface. The surface tension induced flow promotes the movement
of pressure gradient driven impinging vapor packet towards the
symmetric side walls. The vapor turns upward near the side walls

Table 2 Properties used for constant property simulation

Substance k, W/mK cp , kJ/kgK m, Pas

Liquid Water 0.5454 2.183102 4.6731025

Water Vapor 0.5383 3.523102 3.2331025

Fig. 4 Bubble interface for three different grid resolutions

Fig. 5 Bubble interface for two different time steps. Grid reso-
lution is kept as 180 Ã360.

Table 3 Interfacial properties and density

s, N/m hlg , kJ/kg usat , K Psat , Pa
r, kg/m3

Liquid water
r, kg/m3

Water vapor

0.0731023 276.4 646.15 21.93106 402.4 242.7
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to initiate an identical bubble release cycle. Similar patterns of
bubble release were observed by Son and Dhir@4# in their axi-
symmetric simulations of saturated film boiling.

Furthermore, the cyclic bubble release pattern can be discerned
from Figs. 7 and 8, which show the variation of space averaged
wall heat flux with time for constant and variable thermal proper-
ties, respectively. For constant thermal properties~Fig. 7!, after an
initial transient, we observed a cyclic pattern with the time period
of 0.27 s. For variable thermal properties~Fig. 8!, we found a
smaller time period of 0.23 s. Figure 9 shows the variation of
interface heat flux with time for both the cases; namely, constant
and variable thermal properties. It can be observed that with the
variable thermal properties, a higher magnitude of energy is trans-
ferred from vapor to liquid. This energy is responsible for conver-
sion of liquid into vapor. Figure 10 shows the variation of frac-
tional vapor volume~vapor volume/~vapor volume and liquid
volume!!with time for both the cases. Due to higher vapor gen-
eration, the bubble growth rate is faster for the case of variable
thermal properties as compared with the constant thermal proper-
ties and thus, a smaller time period can be observed in the case of
variable thermal properties. Son and Dhir@3# reported the bubble
release time-period of the order of 0.1;0.15 s in their numerical
simulations using water at 1 atm pressure. The simulations by Son
and Dhir @3# were accomplished with the consideration of large
degree of superheats, of the order of 100°C. Since in the present
work, the degree of superheat is 15°C, a relatively large time
period is expected. As mentioned earlier, the vapor generation is
higher for the variable property simulation. This observation is
well supported by Fig. 9 for heat flux through the liquid-vapor
interface. The interface area~in two-dimensional this is a curved
line! is used for this calculation. However, the wall heat flux~Figs.

7 and 8!for constant properties is higher then that for the variable
properties. There is an apparent contradiction here. This can be
explained as the following. Tables 1 and 2 reveal that specific heat
(cp) of the constant property fluid is much higher than the average
specific heat of the variable property fluid. As the energy at any
phase may be expressed in terms of the enthalpy (cpT) of that
phase, the temperature of the vapor at constant property is much
less than that of the vapor at variable property. The higher tem-

Fig. 6 Bubble release from the constant wall temperature surface for two complete cycles

Fig. 7 Fluctuation of space averaged heat flux on the wall sur-
face with constant fluid thermal properties
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perature of the vapor~for the case of variable property! sets up a
higher temperature gradient at the interface entailing higher vapor
generation.

Figures 11~a!and ~b! show the isotherms and interfacial shape
during the bubble growth at two different time instants. Each iso-
therm almost follows the shape of the interface. The spacing be-
tween the isotherms is in general uniform. A deeper look into Fig.
11~a! reveals slightly nonuniform distribution of the isotherms in

the primary bubble. In the primary bubble, the isotherms are a
little closely spaced near the neck due to narrowing of the cross-
sectional area and the upward motion of vapor.

Figure 12 shows the temperature contours within the vapor film
on the solid surface, near the location of minimum film thickness,
for the degree of superheat 15°C. The uniform spacing between
the isotherms indicates that energy transfer from the wall, during
film boiling, in this region, is governed primarily by conduction
rather than convection. This is further corroborated by Fig. 13,
which shows the variation of peak heat flux value with the recip-
rocal of the minimum film thickness at various time instants. The
linear nature of variation indicates that heat flux is inversely pro-
portional to vapor film thickness. In addition, the nature of varia-
tion implies the dominance of conduction as mode of heat transfer
near the location of the film with minimum thickness.

Figures 14 and 15 show the velocity vectors at different arbi-
trary time instants, 0.375 and 0.625 s, respectively, for the case of
variable thermal properties of the vapor in the computational do-
main. For clarity, velocity vectors are plotted at the alternative
grid points. It can be seen that the upward movement of the inter-
face is much stronger in the primary bubble region~left side sym-
metric boundary in Fig. 14! than in the region of secondary bubble
~right side symmetric boundary in Fig. 14!. Figure 15 shows the
velocity vectors just after the bubble has relased from right side
symmetric boundary. Furthermore, the vapor injected into the pri-
mary bubble through the thin film induces vortex motion near the

Fig. 8 Fluctuation of space averaged heat flux on the wall sur-
face with variable fluid thermal properties

Fig. 9 Fluctuation of liquid-vapor interface heat flux with time

Fig. 10 Variation of fractional vapor volume with time for con-
stant and variable thermal properties

Fig. 11 Isotherms for a superheat of DuÄ15°C in the vapor
over the computational domain at time instants 0.375 s and
0.625 s, respectively. In „b… contour levels are spaced at a tem-
perature difference of 1°C for a range between 647–658°C.
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interface which can be better observed in Figs. 16 and 17. Such
observations are quite similar to what have been found by Son and
Dhir @3#.

The most important quantitative issue of film boiling is the wall
heat transfer. Although the wall temperature is constant in the
present simulation, the heat flux from the wall varies over the wall
surface. Figure 18 shows the distribution of wall heat flux for
15°C superheat at various time instants. We observe that the pro-
file of the heat flux distribution at a particular instant is just recip-
rocal to that of the vapor film thickness at that instant. The heat
flux from the surface is inversely proportional to the vapor film
thickness at any wall location. Maximum heat transfer takes place
at the location where the film is thinnest. Under the bubble core,
very little heat transfer takes place. It is evident that the maximum
and minimum heat flux corresponds to minimum and maximum
vapor film thickness, respectively. We observe the magnitude of
the peak heat flux to increase in passage of time. Consequently,
the peak shifts to the right. The figure signifies growth of a bubble
at the right symmetric plane. This can be explained in the follow-
ing way. As the bubble grows, i.e., the interface in the peak region
moves upward, the interface at other regions falls to conserve the
vapor volume. The vapor generation is unable to offset the con-
servation of vapor volume by a large magnitude. Thus the film
thickness is reduced over most of the wall surface except the
region just underneath the bubble core. Furthermore, the location
at which the film is the thinnest, moves radially inward~consid-
ering the projection of the spherical bubble is circular! on the
solid surface as the interface evolves into a fully grown bubble.
The radially inward movement of the thinnest layer explains the
shift of the peak.

Further, Fig. 19 shows the same trend in spatial heat flux varia-
tions for time instants after the bubble release at the right symme-
try boundary, with peak heat flux shifting near to left symmetry
boundary. We observe that there is sudden decrease in peak heat
flux value just after the bubble release. The space averaged Nus-
selt number at the solid-fluid interface can be defined as the non-
dimensional heat flux~or temperature gradient! at the wall in the
following way:

Nu5
2

lo
E

0

lo/2 l

~uw2usat!

]u

]yU
y50

dx (25)

wherel is the characteristic length. Figures 20 and 21 show the
evolution of the space averaged Nusselt number with time on the
horizontal surface for constant and variable thermal properties,
respectively. A cyclic temporal variation~initial transients upto
three cycles being ignored! of the space averaged Nusselt number
has been observed. We note that during the stage of bubble
growth, the space averaged Nusselt number increases. As the in-
terface in the peak region moves upward, the vapor film at another

Fig. 12 Isotherms for a superheat of DuÄ15°C in an enlarged
region of Fig. 11„ a… near the location of minimum film thickness

Fig. 13 Variation of peak heat flux value with the reciprocal of
minimum film thickness at various time instants

Fig. 14 Velocity vectors for a superheat of DuÄ15° at time
Ä0.375 s

Fig. 15 Velocity vectors for a superheat of DuÄ15° at time
Ä0.625 s
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location of wall becomes extremely thin and thereby entails en-
hanced heat transfer. Just after the departure of the bubble, the
heat transfer rate decreases leading to a sudden drop in Nusselt
number which can be seen in the plot. This is because the surface
tension, acting as a restoring force, pulls down the interface at the
location of the peak, and in turn, the interface in the valley region
moves upward. Thus the average film thickness over the major
portion on the surface increases leading to a reduction in heat
transfer. Thereafter, as the next bubble again starts growing, the
Nusselt number increases and this cycle repeats.

Now we compare our time and space averaged Nusselt number
values with the predictions made in earlier investigations. The
correlations due to Berenson@11# depict the Nusselt numbers con-
stant with time and are not affected by the bubble dynamics unlike
the present numerical results. Berenson@11# has predicted the
Nusselt number as

Nu50.42H Gr Pr

b J 1/4

(26)

Here Gr and Pr are the Grashof number and Prandtl number, re-
spectively, defined by

Fig. 16 Streamlines at time Ä0.375 s

Fig. 17 Streamlines at time Ä0.625 s

Fig. 18 Variation of heat flux on the wall surface at various
time instants before bubble release on right symmetric bound-
ary

Fig. 19 Variation of heat flux on wall surface at time instants
after the bubble release on right symmetric boundary

Fig. 20 Nusselt number variation with time „with constant
thermal properties …

Fig. 21 Nusselt number variation with time „with variable ther-
mal properties …
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Gr5
rg

2gl3

mg
2 S r l

rg

21D
Pr5

cPg
mg

kg
(27)

andb is the ratio of sensible heat to latent heat described as

b5
cPg

Du

hf g

(28)

Klimenko @21# carried out a somewhat generalized analysis of
film boiling on horizontal flat plates. Employing a basic formula-
tion, similar to that Berenson@11#, Kilmenko developed a corre-
lation that included data near critical pressure similar to the
present numerical study. According to his correlation, Nusselt
number data for film boiling on an upward facing horizontal sur-
face was expressed with in625 percent as

Nu51.9031021Gr1/3Pr1/3f 1 ; for Gr,4.033105 (29)

Nu52.1631022Gr1/2Pr1/3f 2 ; for Gr.4.033105 (30)

where,

f 151; for b.0.71

50.89b21/3 for b,0.71

f 251; for b.0.50

50.71b21/3 for b,0.50

In Figs. 20 and 21 we compare the span average Nusselt num-
bers calculated with constant and variable thermal properties to
the correlations of Berenson~Eq. ~26!and Klimenko~Eq. ~29!and
~30!!. Equation~25! implicitly calculates the Nusselt number with
the characteristic length and the thermal conductivity of the vapor
evaluated at the wall temperature. The correlations of Berenson
and Klimenko both specify that the properties be taken at average
film temperature ((Twall1Tsat)/2). The time-space average Nus-
selt numbers for both simulations and both correlations are listed
in Table 4, from which it can be seen that there is reasonable
agreement between all four values but the simulation with vari-
able properties is closer to the correlations. If the properties in the
correlations are evaluated at the wall temperature, the Nusselt
numbers for Berenson and Klimenko become 4.80 and 4.36 re-
spectively. This illustrates the shortcomings of attempts to account
for the rapid variation in the fluid properties very near the critical
point by evaluating them at a single temperature, whether in a
correlation or a simulation. The simulation with variable proper-
ties takes proper account of their nonlinear variation and defines
the Nusselt number in a rational manner. The discrepancies in the
results between the values due to correlations and present analysis
could also be attributed to the existence of wavelength shorter
than the most dangerous wavelength as observed in the experi-
ments of Hosler and Westwater@22#. As also noted by Son and
Dhir @3#, this difference could be due to the inability of a two-
dimensional model to take into account the additional variations

pertaining to the interface position. Such variations are expected
to provide more efficient flow patterns for vapor removal and thus
enhanced heat transfer.

4 Concluding Remarks
The authors have undertaken efforts to carry out investigations

of pool boiling with the aim to employ numerical techniques to
advance the understanding of bubble formation and the induced
fluid motions and consequently their influence on the instanta-
neous heat transfer characteristics from the wall surface. This nu-
merical investigation provided a nice insight into bubbly film boil-
ing flows, yielding fascinating results. The results of this work
revealed

• Successful predictions of bubble growth and heat transfer
characteristics for film boiling on a horizontal surface using VOF
method.

• The predictions have revealed unsteady periodic nature of
bubble growth at the nodes and the anti-nodes.

• Film thickness and heat transfer coefficient are found to vary
spatially and temporally during the growth of interface.

• Magnitude and location of maximum heat transfer from the
wall surface are found to be dependent on the magnitude and
location of minimum film thickness.

• The Nusselt numbers for film boiling~with variable thermal
properties!obtained in the present work are only 11.2% and 7.6%
lower than those obtained from Berenson’s model and Klimeno’s
correlation respectively.

In the present work, the computations were performed under
two-dimensional and symmetric boundary conditions using a pre-
defined separation between regions of bubble formation. In future
computations, the restrictive assumption of boundary conditions
will be relaxed and a fully three-dimensional prediction must be
aimed for.

Appendix
Least Squares Interface Reconstruction Algorithm~LVIRA! is a

volume-of-fluid interface reconstruction algorithm for construct-
ing an approximation to the interface at the beginning of every
time cycle, given the values of the void fractiona i , j . This algo-
rithm produces a linear approximation to the interface which are
also continuous across the cell boundaries, in each two phase cell.
The interface is uniquely defined by the unit normal,n, the orien-
tation of the interface and the offset distance,l. Therefore, LVIRA
can be understood as a function which returnsn, l, given the void
fraction of each two-phase cell.

In the LVIRA the approximate interface in a two phase cell~i, j!
is determined by minimization of the following function in the
333 block of cells centered on the~i, j! cell

Gi j ~n!5 (
k,l 521

1

$a i 1k, j 1 l2â~n,l ! i 1k, j 1 l%
2 (31)

subject to the constraint at the center cell of the three by three
block of cells

Table 4 Comparison of predicted Nusselt number with that of Berenson and Klimenko corre-
lation for constant and variable thermal properties

Case
Nu

~computed!
Nu ~Berenson

model!
Nu ~Klimenko

correlation!
% variation

from Berenson
% variation

from Klimenko

with variable
thermal

properties

3.88 4.37 4.20 5 211.2 5 27.6

with constant
thermal

properties

6.15 4.37 4.20 5 140.7 5 146.4
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a i , j5â~n,l ! i , j (32)

Here,a i , j is the actual void fraction of the cell~i, j! andâ(n,l ) i , j
is the function that maps the line with orientationn and offset
lengthl into a void fraction of the cell~i, j!. The offset length,l, is
obtained by satisfying the constraint. The functionGi j (n) is the
squared deviation of the actual void fraction from the void frac-
tion given by the mapping using the same line for the entire three
by three block of cells centered at cell~i, j!. Minimization of this
function rotates and translates the line in such a way as to ensure
that the mapping is exact for the center cell and that the straight
line associated with this mapping is the best fit to the void field for
the neighboring cells. The result of the minimization is the calcu-
lation of the unit normal and the offset length (n,l ) for the cell at
the center of the three by three block. This calculation is per-
formed for all the mixture cells, satisfying the constraints that the
mapping â(n,l ) i , j returns the actual void fraction. This con-
strained minimization of the functionGi j (n) is a nonlinear prob-
lem requiring an initial estimate forn. This initial n is the value
determined by the modified VOF method of Youngs@12# as

n5
¹a

u¹au
(33)

We note that this algorithm is second-order method and has the
property that it reproduces linear interfaces exactly.
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Nomenclature

cp , cv 5 specific heat at constant pressure/volume
Gr 5 Grashop number
g 5 gravitational acceleration
H 5 height of computational domain

hlg 5 latent heat of vaporization
k 5 thermal conductivity
l 5 normal distance from cell center to phase interface

N̄u 5 space averaged Nusselt number
n 5 interface normal vector, pointing into liquid phase

Po 5 saturation pressure in excess of hydrostatic pres-
sure

Pr 5 Prandtl number
p 5 total pressure
q 5 heat flux vector

Sc 5 computational cell boundary surface
SI 5 phase interface surface

t 5 time
u 5 x component of velocity

Ui , U j 5 velocity vectors
V 5 volume

Vc 5 cell volume
v 5 y component of velocity
v 5 fluid velocity
x 5 spatial coordinate in the horizontal direction

xi , xj 5 space vectors
y 5 spatial coordinate in the vertical direction

Greek

a 5 cell void fraction
ã 5 smoothed void fraction
b 5 Jakob number
d 5 initial film interfacial height from solid wall

dt 5 time increment
k 5 curvature

l 5 characteristic length
l0 5 Taylor fastest growing wavelength
m 5 dynamic viscosity
r 5 density
¹ 5 gradient operator
i i 5 jump symbol
s 5 surface tension
u 5 temperature

Du 5 wall superheat

Subscripts

I 5 interface
l 5 liquid phase

sat 5 saturation condition
sup 5 superheated

g 5 vapor phase

Subscripts

n 5 values at old time step
n11 5 values at new time step
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Hysteresis in Liquid Crystal
Thermography
Hysteresis in five different Thermochromic Liquid Crystals (TLCs), both narrow-band and
broad-band, has been investigated. All were found to exhibit a similar hysteresis behavior
during cooling relative to heating. This hysteresis is characterized by a decrease in
reflectivity and a shift in the temperature associated with the peak reflected intensity for
each of the R, G, and B components during cooling. This causes a shift in the hue-
temperature calibration of the TLC causing temperature biases, when cooled rather than
heated, of 20–60% of the useful calibration range. The hysteresis effect increases as the
peak temperature during a heating and cooling cycle is increased. Repeatable heating
calibrations were obtained when the TLC was cooled below the red start temperature to
an apparent low reset temperature. Somewhat repeatable cooling calibrations, different
from the heating calibrations, were obtained when the TLC was heated somewhat above
the blue stop temperature. A possible explanation of the hysteresis based on the texture of
the liquid crystal helices is provided. In addition to hysteresis, a permanent decrease in
reflectivity and a shift in the temperature associated with the peak reflected intensity was
observed when the TLCs were exposed to extended higher temperatures (60°C–80°C).
@DOI: 10.1115/1.1738425#

Keywords: Experimental, Instrumentation, Measurement Techniques, Temperature, Visu-
alization

Background
Early uses of Thermochromic Liquid Crystals~TLCs! to mea-

sure temperature used a single color~usually yellow!to produce a
single isotherm.@1# and @2# provide an overview of early liquid
crystal characteristics and of their use in heat transfer testing.
Early applications include those of@3# and @4#. @5# provides a
review of five different methods of determining heat transfer co-
efficients using a narrow-band TLC.

More recently, a range of temperatures have been measured
with TLCs by relating the color or hue to temperature.@6# were
among the first to obtain R, G, and B information from a single
image, which was converted into hue. After calibration, the hue
field produces the surface temperature distribution~thermogra-
phy!. @7# also used a hue-capturing technique. The peak intensity
has been related to a particular temperature~e.g.,@8,9#!

Several different representations for hue have been proposed
@10#. @11# suggested the following representation, used throughout
the present work.

Hue5arctanFA3~G2B!

2R2G2BG (1)

@11# reports uncertainties of about 7 percent of the useful range.
@12# showed that median filtering can reduce the uncertainties
significantly ~for example, to about 3.7 percent with a 535 me-
dian filter!. @11# suggest that the response of a Chiral Nematic
Liquid Crystal ~CNLC! may be affected by temperature gradient.
@13# explain this affect of the temperature gradient.

There are a number of overviews of the liquid crystalline state
~e.g., @14,1,15,2,11,16#!. Calamitic liquid crystals are used in the
TLCs provided by Hallcrest Inc. and used in all of the results
presented here. In the solid state, these liquid crystals are orga-
nized like any other crystalline solid. Upon melting, the molecules
go into the smectic state, which has a high degree of both orien-
tational and positional order. Upon further heating the liquid crys-
tal passes into the nematic state in which positional order is lost

and orientational order is maintained. The chiral nematic~CNLC!
state~also referred to as the cholesteric liquid crystal~CLC! state!
is made up of thin layers of nematic arrangements stacked on top
of each other. Upon further heating the liquid crystal substance
passes through the clearing point at which all orientational and
positional order is lost and an isotropic liquid is obtained. Typical
peak reflected wavelength for TLCs are shown in Fig. 1.

TLCs can be thought of as sheets of molecules laying flat on
top of each other with a relative displacement from one sheet to
the next. The pitch determines the wavelength of light that is
reflected. Theoretically, the wavelength equal to half the pitch is
reflected, while all other wavelengths are transmitted through the
liquid crystal. As the TLC changes temperature the pitch length
changes.

These helical structures can be aligned in several different ori-
entations~or textures!relative to the surface. The two most com-
mon textures are focal-conic, in which the centerlines of the heli-
ces are aligned parallel to the surface, and planar~or grandjean!,
in which the centerlines of the helices are aligned perpendicular to
the surface, and, therefore, parallel to normal incident light. The
focal-conic texture does not possess the combination of optical
properties necessary to reflect incident light iridescently@15#. The
planar texture tends to form when the liquid crystal is cooled from
the isotropic state@2#.

To reduce irreversible damage from solvents and UV radiation
TLCs are commonly microencapsulated~i.e., the TLC material is
encased in a polymer coating, forming spheres!. @2# states that
when encapsulated, the capsule walls tend to align the structures
into the planar texture although patches of focal-conic texture may
be present within the capsule; this addition of focal-conic results
in a decrease in reflectivity.

TLCs operate at temperatures ranging from230°C to 150°C
and have bandwidths~red start to blue start! which range from
1°C to 50°C. Liquid crystals with bandwidths below 5°C are
termed narrow band liquid crystals and those with bandwidths of
5°C or more are termed broadband liquid crystals. The nomencla-
ture used by Hallcrest Inc. is used here to specify the temperature
and bandwidth~R24C10W refers to a liquid crystal with a red
start of 24°C and a bandwidth of 10°C!.
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Hysteresis. TLCs have often been described as reversible and
repeatable~@3,17,18,7,10,19,15# and @16#!. @14# suggests liquid
crystals are repeatable, and provides graphical data showing that
the reflected intensity of a cholesteric liquid crystal decreases
when cooled rather than heated, although it is suggested that the
reflected color remains unchanged. In general, hysteresis in cho-
lesteric liquid crystals is considered to be rare~@20# and @21#!.

Nevertheless, some researchers have described the presence of
a hysteresis in cholesteric liquid crystals.@22–24# witnessed a
hysteresis in cholesteric liquid crystals used in electro-optical de-
vices. @25# show a hysteresis in the temperature at which phase
transitions occur for high-purity cholesteryl oleyl carbonate.@26#
examined the thermal hysteresis of a number of liquid crystal
mixtures. They measured the reflected intensity as a function of
temperature during both heating and cooling~at a rate of up to
10°C/minute!through seven band-pass optical filters. They found
many of the mixtures tested exhibited a shift in the temperature at
a particular wavelength, which was a strong function of chemical
composition. They also found that the magnitude of the hysteresis
depended on the relation between the operating range~the start
and stop temperatures surrounding a particular measurement! and
on the melting point of the mixture.@27# investigated hysteresis in
planar layers of cholesteric liquid crystals experimentally, and
theoretically, based on the continuum theory of elasticity. They
looked at the temperature at which pitch jumps occur, in heating
and cooling. They found that the hysteresis depends strongly on
the specimen thickness and is a direct consequence of the strong
anchoring interaction at the boundaries of the layers. The thicker
specimen showed no hysteresis and the thinner specimen showed
up to about a 0.5°C bias toward lower temperatures when cooled
rather than heated~the CLC used had about a 4°C color play
range!.

Some researchers have indicated that the rate at which a liquid
crystal is heated or cooled may have an effect on its optical prop-
erties.@18# using cholesteryl oleyl carbonate~COC! in the devel-
opment of a fiber-optic temperature sensor showed that the peak
reflected intensity decreased as heating rate increased and that the
temperature at which the peak occurred increased as the heating
rate increased over the range 0.2–1.3°C/min.

The present work is directed toward a study of hysteresis in
TLCs, for which there are minimal reports.@28# observed a sys-
tematic difference between their heating and cooling TLC calibra-
tions, but attributed this hysteresis to a lack of equilibrium in their
apparatus.@29# reports hysteresis in a 25°C start temperature 5°C
bandwidth TLC. They found that when cooled rather than heated
the reflected hue shifted to lower temperatures and the magnitude
of the shift increased as the temperature prior to cooling in-
creased. They measured up to a 0.2°C shift when cooled from
41°C. They advised caution since their uncertainty bounds were
on the order of the hysteresis shift.

The present hysteresis investigation was initiated after@30#,
working with Professor Jones at Oxford University, noticed a hue

shift towards lower temperatures and a reduction in saturation and
intensity when cooled rather than heated. They felt this was sig-
nificant and was worthy of future investigation.

A preliminary investigation into the nature of hysteresis for a
single TLC was previously carried out by the authors@12#. That
investigation, of a microencapsulated R24C10W TLC, showed the
existence of a hysteresis when cooled from above the useful col-
orplay range rather than heated from below the red start tempera-
ture. Hysteresis was characterized by a decrease in the TLC re-
flectivity, ~with a decrease in the R, G, and B components
captured using an RGB CCD camera!, and a shift in the tempera-
ture at which the peak R, G and B values occurred. These two
effects combine to result in a shift in hue toward lower tempera-
tures when cooled rather than heated. The magnitude of the hys-
teresis effect increased as the peak temperature prior to cooling
increased and resulted in a temperature bias of as much as 1.2°C
~or 25 percent of the 5°C useful calibration range!. Resetting the
TLC below the red start temperature produced repeatable heating
calibration results. Resetting the TLC above the useful color play
produced repeatable cooling calibration results, although the cool-
ing calibration was different from the heating calibration.

The present investigation tests 4 additional microencapsulated
TLCs with 1°C, 5°C, and 10°C bandwidths.

Experimental Setup and Procedure
For these measurements, a 2 cm thick copper calibration block

was used to provide a uniform temperature during both heating
and cooling. It was airbrushed with a thin coat of Hallcrest BG-1
black paint and then with the microencapsulated TLCs in four
different areas of the block. A 10°C wide TLC~R3010W!, a 5°C
wide TLC ~R35C5W!, and two 1°C wide TLCs~R35C1W and
R50C1W!were used. A piece of gray cardboard was placed on the
block within the image area to provide a light intensity reference
both during and between runs. The copper block was placed on a
coil heater. A black drape was placed over the camera~mounted
over and above the block! to minimize room light and reflected
light. A single two-foot long T-12~20W! GE cool white fluores-
cent light was used as the illumination source. It was located 32
cm from the centerline of the plate and offset by about 45° from
the plate normal. A Spectrum EB-74 UV shield was used on the
fluorescent bulb to minimize UV radiation. The calibration block
temperature was measured using an embedded thermistor. A Sony
XC-003 3-chip RGB CCD camera and a Matrox Meteor RGB
image acquisition board were used to capture the RGB images,
which were saved in TIFF format as 8-bit integer data~scale
0–255!with a resolution of 640348033. After focusing the cam-
era, the iris was set to allow maximum luminescence while avoid-
ing saturation. The iris setting was shown to have no effect on the
relative magnitude of the R, G, and B, components~since the
camera gamma correction was turned off! and therefore no effect
on hue@31#.

For heating calibrations, the calibration block was brought to a
temperature below the liquid crystal color play start temperature.
The heater was then adjusted to provide a slow uniform heating
rate. The heating rate depended on the bandwidth of the liquid
crystal being tested. For the 10°C, 5°C, and 1°C bandwidth liquid
crystals, the heating rates did not exceed 0.3°C, 0.2°C, and 0.15°C
per minute, respectively. This resulted in temperature variations
between the liquid crystal analysis area and the thermistor of less
than the 0.01°C and 0.005°C for the 10°C and 1°C bandwidth
liquid crystals, respectively@31#.

For cooling calibrations, the calibration block was heated to a
particular temperature, generally above the liquid crystal color
play range, and then cooled throughout the color play using com-
pressed air on the underside of the calibration block. Cooling rate
limits were the same as those used in heating.

The image data was processed using MATLAB. MATLABs

Fig. 1 Typical reflected peak wavelength „color… and molecu-
lar state as a function of temperature for a thermochromic liq-
uid crystal substance
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RGB2HSV function was used to transform the R, G, and B ma-
trices to a hue matrix. This calculation uses the following algo-
rithm to calculate hue.

if R. G and R.B H5
G2B

6~R2min~RGB!!

else if G.B H5
21B2R

6~G2min~RGB!!
(2)

else H5
41R2G

6~B2min~RGB!!

R, G, and B are unsigned 8-bit integers that range from 0 to 255.
The resulting hue values range from 0 to 1. This algorithm is
equivalent to Eq.~1! but is numerically more efficient since it
involves no trigonometric or square root functions. A comparison
between the two methods was performed showing a maximum
difference in hue of about 0.003, which is negligible compared to
our hue standard deviations in TLC images of about 0.01–0.1
@31#.

Average values of R, G, B, and hue were obtained from unfil-
tered data within 103100-pixel analysis areas. These areas were
chosen near the center of each of the areas where the TLC appli-
cation was highly uniform. Furthermore, these areas were chosen
parallel to the light source to minimize variations in luminance
from the surface due to varying distances to the light source and to
minimize any variations in hue due to illumination angle effects.

Experimental Results
Seventeen tests were performed over the course of ten days

consisting of seven heating runs and ten cooling runs. Low tem-
perature heating and cooling tests were performed first, and test-
ing progressed to higher temperatures. Low temperature heating
and cooling tests were interspersed within the high temperature
testing to determine whether or not permanent damage due to
excessive heating was taking place.

R, G, B, and hue heating data for the 10°C wide~R30C10W!
TLC are shown in Fig. 2~a!. The temperature prior to heating and
the run number are shown in the legend. This data was taken over
the course of nine days and is fairly repeatable. There appears to
be a slight shift in the data between runs 6 and 14, seen as a slight
decrease in the red and green data and a very slight increase in the
blue and hue data. Runs 6 and 14 were separated by about five
days and the maximum temperature attained by the liquid crystal
prior to run 6 was 48°C, whereas, the maximum temperature prior
to run 14 was 70°C. Variations due to time or excessive heating
may be contributors to this shift.@26# also witnessed a shift in
liquid crystal characteristics, which they attributed to high tem-
perature exposure. A single fit curve for each set of heating data is
superimposed on each plot.

Cooling data for the same liquid crystal is shown in Fig. 2~b!
along with the fit curves from the heating data. Note the decrease
in R, G, and B values when cooled rather than heated. The mag-
nitude of this decrease is a function of peak temperature prior to
cooling; the higher the temperature the greater the decrease. Runs
2, 4, and 5, which represent cooling runs from 37.2°C, 43.3°C,
and 48.0°C, respectively, show very little deviation from the heat-
ing data. Run 8, which represents cooling from 50°C shows a
noticeable decrease in red and green components although the hue
data agrees very well with the heating data. Runs 13 and 7, which
represent cooling from 52.5°C and 55.0°C, respectively, show
progressively larger decreases in red, green and blue components,
a shift in the temperature at which the peak R and G occur and a
significant shift in hue. Runs 10, 11, 12, and 15 which represent
cooling from between 60°C and 80°C also show a significant
decrease in red, green and blue components, a shift in R and G
peak temperature and a significant shift in hue. These runs, which

represent a very wide range of cooling start temperatures, show
very good agreement with one another indicating that if cooling
begins well above the color play temperature, a repeatable cooling
calibration curve can be obtained with uncertainty comparable to
that of a heating calibration. The decrease in value is due to a
decrease in reflectivity of the TLC, and relative to the background
values of about 40 to 50, this corresponds to about a 30 percent
reduction in reflectivity when cooled from 80°C rather than
heated. The hysteresis results in a maximum offset in the hue-
temperature calibration of about 1.2°C corresponding to 20 per-

Fig. 2 „a… RGB and Hue for R30C10W—Heating; and „b… RGB
and Hue for R30C10W—Cooling

Journal of Heat Transfer JUNE 2004, Vol. 126 Õ 341

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



cent of the 6°C useful range from 30°C to 36°C. Even considering
the permanent shift between runs 6 and 14, the presence of a
hysteresis is unmistakable. This bias is significant compared to
uncertainties in TLC thermography, which can be lower than 4
percent of the measurement range@12#.

Note that if there were no shift in peak temperature and the red,
green, and blue values decreased by either the same amount or by
the same percentage at each temperature, then the hue-
temperature calibrations would be unaffected~see Eq.~2!!.

Heating data for a 5°C wide~R35C5W!TLC is shown in Fig.
3~a!. The apparent shift in calibration data between runs 6 and 14

is more pronounced here than it was for the 10°C wide R30C10W.
Two separate fits are shown for these data, one applied to runs 3
and 6 and one to runs 14, 16, and 17. For each of these two sets,
the data are repeatable.

Cooling data for the R35C5W liquid crystal, with the two heat-
ing regression curves superimposed, are shown in Fig. 3~b!. Once
again, the higher the peak temperature prior to cooling, the greater
the decrease in the R, G, and B components and the greater the
shift in hue. Although this hysteresis effect is superimposed on a
permanent shift, likely due to the high temperature exposure, use-
ful information can still be extracted. Heating runs 3 and 6, from

Fig. 4 „a… RGB and Hue for R35C1W TLC—Heating; „b… RGB
and Hue for R35C1W TLC—Cooling

Fig. 3 „a… RGB and Hue for R35C5W—Heating; and „b… RGB
and Hue for R35C5W—Cooling
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which one of the regression curves was generated, showed very
high repeatability and therefore data between these runs did not
experience a permanent shift. Cooling runs 4 and 5, therefore, can
be compared directly to this regression. These two cooling runs
from 43.3°C and 48°C show a progressive decrease in red, green,
and blue values and a very slight shift~not measurable over much
of the region!in the hue-temperature calibration. This small shift
is in the opposite direction of the hysteresis effects observed in
earlier runs. Cooling runs 7 and 8, from 55°C and 50°C each show
a similar hysteresis effect. The maximum temperature attained
prior to these runs was 55°C. One would expect cooling run 13
from 52.5°C to fall between runs 7 and 8. Data from this run,
however, shows significantly lower R, G, and B values. The maxi-
mum temperature attained by the block prior to this run was 70°C,
which is a likely explanation for this discrepancy. Cooling runs
10, 11, and 12, which represent cooling runs from 60.1°C, 65°C,
and 70.1°C respectively, show a large hysteresis effect, and like
the R30C10W TLC, show high repeatability. Run 15, which is a
cooling run from 80°C shows a slight shift from the other three
high temperature cooling runs in red, green, and hue. The peak
temperature attained by the block prior to run 15 was 80°C,
whereas the peak temperature prior to the other three high tem-
perature runs was 60°C–70°C. The TLC likely incurred additional
permanent damage between 70°C and 80°C. The hysteresis for
this TLC leads to a maximum offset in the hue-temperature cali-
bration of about 0.6°C corresponding to about 20 percent of the
3°C useful range between 38°C and 41°C.

The two narrow-band TLCs tested~R35C1W and R50C1W!
exhibit similar phenomena to that of the broadband TLCs. Heating
data for the R35C1W is shown in Fig. 4~a! ~for the R50C1W see
@31#!. These narrow-band TLCs showed more pronounced expo-
sure damage than the 10°C and 5°C TLC. There is a greater de-
crease in red green and blue values as well as a greater tempera-
ture shift relative to the useful range. Two heating calibration
curves were generated for each of these liquid crystals one for the
earlier runs and one for later runs.

Cooling data for the R35C1W is shown in Fig. 4~b! and shows
the same basic hysteresis trend seen in the broad-band liquid crys-
tals, although it is somewhat harder to distinguish due to the in-
crease in damage effect over that of the broad-band liquid crystals.
Data for both liquid crystals show a significant decrease in R, G,
and B values as the peak temperature prior to cooling increases.
Unlike the broad-band crystals, these data are not grouped as
tightly when cooled from higher temperatures~i.e., when cooled
from below 80°C, a calibration curve is not as repeatable as one
done in heating!. Comparing the high temperature cooling hue

data to the heating hue data from runs 14, 16, and 17 it is seen that
the hysteresis can lead to significant temperature biases. For the
35°C liquid crystal, hysteresis results in a bias up to 0.3°C, which
corresponds to 33 percent of the 0.9°C useful temperature range
between 35.9°C and 36.8°C. For the 50°C liquid crystal, hyster-
esis can lead to about a 0.4°C bias corresponding to about 36
percent of the 1.1°C useful range between 49.9°C and 51.0°C. In
percent of useful range, the hysteresis bias encountered in the
narrow-band liquid crystals tested is significantly higher than that
encountered in the broad-band liquid crystals tested.

The reference gray exhibited red, green, and blue variations
generally less than 5 out of 150 and variations were proportional
for the R, G, and B components indicating no significant change
in the spectral characteristics of the illumination source or the
imaging system. The variations did not indicate a dependence on
heating/cooling direction.

Summary of Hysteresis Results. Each of the five TLCs in-
vestigated~the three presented here, the R50C1W in@31# and the
R24C10W in @12#!, tend to exhibit many of the same features,
including a hysteresis when cooled from above their colorplay
range rather than heated from below their colorplay start tempera-
ture. The R, G, and B values, or reflectivity, of each of the TLCs
tend to decrease when cooled from above their color play range
rather than heated from below their colorplay start temperature.
Furthermore, the values decrease as the peak temperature prior to
cooling increases. Table 1 shows the maximum percent reduction
in peak R and G values relative to the background values.

These values were calculated from:

maximum decrease

5
Rpeakheating2Rpeakmax cooling

Rpeakheating2Rbackgroundheating
3100% ~3!

The exposure damage was taken into account and the peak and
background values were chosen from runs that appeared to have
no increase in exposure damage relative to one another. The de-
crease in R and G does not seem to be related to the bandwidth of
the TLC. The blue component seems to have a comparable de-
crease, although in many of the runs the peak was outside of the
measured temperature range.

This decrease alone is not enough to cause a shift in hue~if the
R, G, and B values all decreased by the same amount or by the
same percentage of the full scale then hue would not be affected!.
The hysteresis encountered in this testing resulted in a non-
constant, nonproportional decrease in R, G, and B values~the
peaks occur at different temperatures! producing a shift in hue.

In addition to the decrease in R, G, and B values when cooled
rather than heated, the R, G, and B curves, and, therefore, the hue
curve, go through a displacement in temperature when cooled
from different temperatures. The temperature at which the peak R
and G occur tends to increase when cooled from just above the top
of the useful range and then tends to decrease as the maximum
temperature prior to cooling increases. The magnitude of this shift
for the various TLCs tested is summarized in Table 2. This table
shows the maximum increase and decrease in temperatures that

Table 1 Reduction in peak R and G values due to hysteresis

TLC maximum decrease

R24C10W 50%
R30C10W 33%
R35C5W 25%
R35C1W 50%
R50C1W 33%

Table 2 Shift in temperature at which peak R and G values occur due to hysteresis

Maximum increase maximum decrease

TLC

useful
calibration
range~°C!

temperature
shift ~°C!

Percent
of useful

range

cooling start
temperature

~°C!
temperature
shift ~°C!

percent of
useful
range

cooling start
temperature

~°C!

R24C10W 5 0.3 6% 45 20.3 26% 55
R30C10W 6 0.2 3% 50 20.2 23% 55
R35C5W 3 20.2 27% 52
R35C1W 0.9 0.1 11% 37 20.15 217% 80
R50C1W 1.1 20.05 25% 55 20.3 227% 80
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the green peak exhibited due to hysteresis~the shift in red peak
was comparable!. The increases and decreases were taken be-
tween heating and cooling runs with the same exposure damage.
The shift as a percentage of the calibration range, along with the
associated temperature from which cooling started is shown.

Both the nonuniform decrease in R, G, and B components and
the shift in temperature, illustrated by the peak R and G shift,
contribute significantly to the hysteresis. The temperature shift~or
bias!due to hysteresis for the five TLCs investigated is shown in
Fig. 5. This graph represents the temperature bias at a hue near 0.4
~which is near the center of the temperature range for each TLC!
as a function of maximum temperature prior to cooling. The per-
manent damage shift, which appears to be related to the prior
temperature history of the TLC, was taken into consideration
when determining the bias. Temperature biases for each cooling
run were determined relative to a heating run with a comparable
damage history. As previously discussed, the bias increases as the
peak temperature prior to cooling increases. For each of the TLCs
tested the bias tends to level off at higher start temperatures and
the liquid crystal seems to reset resulting in repeatable cooling
calibrations. A summary of the maximum bias exhibited by each
TLCs is provided in Table 3.

The temperature prior to cooling at which the reset occurs is
particularly important to those employing cooling transient tech-
niques who want to calibrate and test in cooling, and obtain re-
peatable data with no bias. The hysteresis effect tended to level off
at about 0°C to 5°C above the blue stop temperature@31#. The
blue stop temperature is difficult to determine with the naked eye
and the blue value from the imaging system is needed to deter-
mine this temperature. It was approximately 20°C above the top
of the useful range for each of the TLCs tested here.

Discussion
These results have shown that there is a definite hysteresis in

the calibrations performed using five microencapsulated thermo-
chromic liquid crystals. Two separate hysteresis phenomena have
been observed:~1! a decrease in luminance from a TLC coated

surface, and~2! a shift in temperature at which the peak R and G
occur. The obvious conclusion is that the crystalline structure of
the liquid crystal behaves differently depending on whether it has
been heated or cooled and also on the maximum temperature prior
to cooling. Before making this conclusion, several other possibili-
ties are considered.

Could the observed hysteresis be due to the camera or light
source? A reference gray was attached to the calibration block for
all measurements on four of the TLCs. This reference square did
not show an appreciable change in R, G, or B values, especially
between heating and cooling. This indicates that neither the cam-
era nor the light source is responsible for the hysteresis. It is
unlikely that the light source caused damage to any of the TLCs.
The fluorescent light source used was encased in a UV shield to
minimize UV output. The exposure damage experienced by the
5°C and 1°C bandwidth liquid crystals does not appear to be
gradual as it would be if the damage was due to UV. For example
runs 14, 16, and 17 for these three liquid crystals showed very
good repeatability, indicating the damage had been incurred prior
to these runs and not during these runs.

Could the hysteresis be influenced by the reflectivity of the
black paint, the vinyl encapsulating material, or the liquid crystal
binder material used to make the liquid crystals adhere to the
surface? The luminance from the surface can be broken into two
components: one from the background, which encompasses the
three materials being considered here, and the other from the liq-
uid crystal itself. When outside of the color play range this back-
ground luminance is what is being measured. If the background
were being affected by the direction of temperature change~heat-
ing versus cooling!, we would expect to see this effect outside of
the color play range region and not just inside it~i.e., the back-
ground values during heating would be shifted relative to the val-
ues during cooling! which does not happen~see Figs. 2–4!.

Could there have been a lag in the TLC, a lag in the tempera-
ture measurement device, a lag in the recording of the temperature
relative to the acquisition of the image, or a nonuniform plate
temperature? The rate of change of temperature was purposefully
chosen to be slow enough that lags would be much less than the
shifts encountered@31#. For the 10°C and 5°C bandwidth TLCs
the error and uncertainty in the temperature difference between
heating and cooling is estimated to be10.05°C/20.03°C. This is
an order of magnitude lower than the differences in peak tempera-
tures due to hysteresis, which are in the range 0.2°C to 0.3°C. For
the 1°C bandwidth TLCs the uncertainty in the temperature dif-
ference between heating and cooling is estimated to be10.04°C/
20.03°C. This is almost an order of magnitude lower than the
differences in peak temperatures due to hysteresis, which are in
the range 0.15°C to 0.2°C. Variations due to these sources could
not account for the shift in peak temperatures summarized in
Table 2.

As stated by@2# and by @15#, the focal-conic texture tends to
form when the liquid crystal is cooled from the isotropic state and
the planar texture can form either from mechanical shear of the
focal-conic texture or from heating from the smectic phase. It is
the planar texture that results in the selective reflection associated
with TLCs; the focal-conic texture does not reflect incident light
selectively@15#. @2# further states that when encapsulated, the cap-
sule walls tend to align the structures into the planar texture, how-
ever, patches of focal-conic texture may be present within the
capsule; this addition of focal-conic results in a decrease in reflec-
tivity. @27# found that the hysteresis in temperature at which pitch
jumps occur depends strongly on the specimen thickness and is a
direct consequence of the strong anchoring interaction at the
boundaries of the layers. The thicker specimen showed no hyster-
esis and the thinner specimen showed up to about a 0.5°C bias
toward lower temperatures when cooled rather than heated~the
CLC used had about a 4°C color play range!. @32# investigated the
effect of shear on cholesteric liquid crystals and found that the
reflected intensity spectrum decreased in value and spread out in

Fig. 5 Temperature shift „or bias… due to hysteresis as a func-
tion of cooling start temperature for 5 TLCs „measured at a hue
value between 0.4 and 0.5 …

Table 3 Maximum temperature bias near middle of hue range

maximum bias

TLC

useful
calibration
range~°C! ~°C!

percent of
useful
range

R24C10W 5 21.2 224%
R30C10W 6 21.2 220%
R35C5W 3 20.6 221%
R35C1W 0.9 20.3 238%
R50C1W 1.1 20.7 262%
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wavelength with shear rate. They offer a mechanical model to
explain this behavior in which the axis of each liquid crystal helix
is initially perpendicular to the surface under the no-shear condi-
tion ~planar texture!. When a shear is applied the crystals near the
surface remain perpendicular while the others shift in orientation
resulting in a decrease in reflectivity. Although this hysteresis was
due to shear and not temperature the reflectivity behavior is simi-
lar to that observed in the present study and the cause of this
behavior may be related. Upon heating, the molecules may form a
planar texture throughout the microcapsule, while upon cooling,
especially from the isotropic liquid state, the molecules may form
a planar texture near the surface but a focal-conic texture away
from the surface resulting in a decrease in reflectivity. In addition,
this increase in focal-conic texture may be the cause of the hue
shift towards bluer hues, the other characteristic of hysteresis ob-
served in the present study, for reasons similar to the well known
angle effect in TLCs.

Conclusions
It has been shown that each of the five TLCs tested exhibit a

similar hysteresis behavior when cooled rather than heated, if the
final temperature of heating was high enough relative to the col-
orplay. Both a decrease in reflectivity of the TLC and a shift in the
temperature at which the peak red and green components occur
characterize this hysteresis. The combined effects result in a shift
in the hue-temperature calibration of the TLC. The magnitude of
the hysteresis effects increase with the peak temperature in a heat-
ing and cooling cycle. When cooled from near the top of the
useful calibration range, the hysteresis effect is small and the hue-
temperature calibration data generally fall within the scatter of the
heating data. When cooled from higher temperatures, the hyster-
esis effects increase, resulting in greater deviation from the heat-
ing case. At some point the cooling data appear to level off~or
reset!providing a somewhat repeatable cooling calibration curve.
Repeatable heating data has been obtained when the TLC is
cooled below the color play~below the red start temperature!.
Similarly, repeatable cooling data~not quite as repeatable as the
heating data!was obtained in most cases when the TLC is heated
above an apparent cooling reset temperature. This temperature
appears to be near the end of color play~i.e., when the red, green
and blue components all return to their background value! and is
higher than the naked eye would suggest~about 20°C to 25°C
above the top of the useful range!.

The magnitude of the hysteresis can be significant. The broad-
band TLCs exhibited maximum biases of about 1.2°C for the
10°C bandwidth TLCs and 0.6°C for the 5°C bandwidth TLC,
which are over 20 percent of their useful calibration ranges. The
narrow-band TLCs exhibited biases of about 0.3°C and 0.7°C,
which correspond to 38 percent and 62 percent of their useful
calibration ranges. The uncertainties in temperature for these cali-
brations were generally an order of magnitude less than the hys-
teresis effects.

In addition to hysteresis, it was found that the TLCs tested
suffered permanent change or damage during their use. A decrease
in reflectivity and a shift in temperature at which the peak red and
green components occur characterize this damage. It is believed
that this damage is related to high temperature exposure. The
magnitude of the effect was related to the bandwidth; the smaller
the bandwidth the greater the effect.

It is suggested that the hysteresis may be related to the texture
of the TLC. The planar texture, in which the axis of the helices are
aligned perpendicular to the surface, exhibits iridescent reflection,
however the focal-conic texture, in which the axis are aligned
parallel to the surface do not. Upon heating from the smectic
phase~below color play!, liquid crystals tend to align into the
planar texture, however when cooled from the isotropic liquid,
liquid crystals tend to align into the focal-conic~although near the

microcapsule surface the planar texture is exhibited!. This reduc-
tion in planar texture during cooling may be related to the ob-
served hysteresis.

Data from the current study suggests that there is both a low
temperature reset, and a high temperature reset. The low tempera-
ture reset is associated with the bottom of color play, which may
be associated with the solid-liquid crystal transition point~or
melting point!, and the high temperature reset at some temperature
above color play, which may be associated with the liquid crystal-
isotropic liquid transition point~or clearing point!. If a TLC re-
mains within its upper and lower reset temperatures then its be-
havior will depend on the last reset temperature achieved~high or
low!.

Although hysteresis may be a problem, it can be avoided to
some extent by proper use. Calibrations can be done in the same
direction and from about the same initial temperature as in the
application, starting below or above the color play temperature
range. For example, in the transient method some experimenters
expose a low temperature~usually room temperature! model to a
heated flow~e.g., @33#! and some expose a preheated model to a
lower temperature~usually room temperature! flow ~e.g.,@34#!. In
either case the calibration should be performed in the same direc-
tion as the transient and from similar initial temperatures. For
fluctuating temperature measurements avoiding hysteresis is more
complex and may not be possible. If the maximum and minimum
temperatures remain within the color band, the data suggests that
the hue will follow the heating or cooling calibration curve from
which the color play initially began and thus that is the calibration
curve to use. However, if the temperatures go outside the color
play by different amounts during fluctuations, it may be impos-
sible to select an appropriate calibration curve.
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Nomenclature
English Symbols

H, Hue 5 hue ~Eq. 1 or 2!
R, G, B 5 matrices of red, green, and blue compo-

nents, respectively
Rpeak 5 peak red value from a TLC image

Rbackground5 red value from a TLC image at a tempera-
ture outside of color play

Subscripts

heating 5 during a heating run in which the TLC is
heated from a cooler temperature

max cooling 5 during a cooling run in which the TLC ex-
periences the maximum decrease in reflec-
tivity

Acronyms

TLC 5 Thermochromic Liquid Crystal
CNLC 5 Chiral Nematic Liquid Crystal

CLC 5 Cholesteric Liquid Crystal
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Transport in Flat Heat Pipes at
High Heat Fluxes From Multiple
Discrete Sources
A three-dimensional model has been developed to analyze the transient and steady-state
performance of flat heat pipes subjected to heating with multiple discrete heat sources.
Three-dimensional flow and energy equations are solved in the vapor and liquid regions,
along with conduction in the wall. Saturated flow models are used for heat transfer and
fluid flow through the wick. In the wick region, the analysis uses an equilibrium model for
heat transfer and a Brinkman-Forchheimer extended Darcy model for fluid flow. Averaged
properties weighted with the porosity are used for the wick analysis. The state equation is
used in the vapor core to relate density change to the operating pressure. The density
change due to pressurization of the vapor core is accounted for in the continuity equation.
Vapor flow, temperature and hydrodynamic pressure fields are computed at each time step
from coupled continuity/momentum and energy equations in the wick and vapor regions.
The mass flow rate at the interface is obtained from the application of kinetic theory.
Predictions are made for the magnitude of heat flux at which dryout would occur in a flat
heat pipe. The input heat flux and the spacing between the discrete heat sources are
studied as parameters. The location in the heat pipe at which dryout is initiated is found
to be different from that of the maximum temperature. The location where the maximum
capillary pressure head is realized also changes during the transient. Axial conduction
through the wall and wick are seen to play a significant role in determining the axial
temperature variation. @DOI: 10.1115/1.1737773#

Keywords: Electronics, Heat Pipes, Phase Change, Three-Dimensional, Transient

Introduction
Heat pipes are widely used in electronics cooling applications,

both as efficient heat spreaders and to transport heat to remote
heat sinks for dissipation. The analysis of the operation and per-
formance of heat pipes has received a lot of attention, as reviewed
in Garimella and Sobhan@1#. For the most part, attention has been
focused on the study of either flat or round heat pipes, typically
with single heat sources. Recently, there has been increased inter-
est in exploring the use of flat heat pipes as substrates upon which
multiple heat generating components would be mounted. In such a
configuration, the heat pipe acts both as a heat spreader as well as
a conveyer of heat, while also providing the mechanical substruc-
ture. The performance of flat heat pipes under these types of het-
erogeneous and distributed loads is not well understood and forms
the subject of the present study.

A number of steady-state analyses of heat pipes, mostly with
single heat sources, have been published. Tien and Rohani@2#
investigated the effects of vapor pressure distribution on vapor
temperature in a cylindrical heat pipe with a single heat source
using a stream function vorticity formulation. The analysis indi-
cated that in certain situations the vapor pressure variation plays a
significant role in the performance of heat pipes; this work as-
sumed a constant datum pressure at the liquid-vapor interface at
the end of the evaporator section. Approximate solutions based on
parabolic boundary layer equations were shown to yield inaccu-
rate predictions of the vapor pressure variation at high evaporation
and condensation rates. Van Ooijen and Hoogendoorn@3# pre-
sented a steady two-dimensional numerical analysis of the vapor
core in a horizontal flat heat pipe. The computations were per-
formed at different radial Reynolds numbers and the results were
compared with a porous plate model. Though interesting insights

into vapor flow patterns were presented, the study did not consider
coupled wick/vapor flow, and the evaporator/condenser mass flow
rate was assumed to be knowna priori. Chen and Faghri@4#
studied both single and multiple heat sources, albeit in a two-
dimensional axi-symmetric cylindrical heat pipe. A coupled analy-
sis of the wall, wick and vapor regions was conducted. Both so-
dium and water were considered as the working fluids. The
solutions are compared against experimental results for the vapor
and wall temperature at high and low operating temperatures. For
the operating conditions considered, compressibility effects were
found to be very important.

Unsteady analyses of heat pipe operation have also been pub-
lished. Issacci et al.@5# analyzed the transient behavior of vapor
flow in heat pipes, taking vapor pressurization into account in
determining the change in vapor density. The absolute pressure of
the vapor was used as the interface pressure in calculating the
temperature at the interface from the saturation condition, and the
pressure difference between the vapor and the interface to allow
for vaporization or condensation at the interface was not consid-
ered. The analysis studied the effect of input heat flux and con-
densation temperature on vapor core response. Transient two-
dimensional computations of cylindrical heat pipes including the
wick, vapor and wall were performed by Cao and Faghri@6#. A
compressible flow formulation was used to account for the pres-
surization of the vapor during the transient. The study also inves-
tigated the transient response of heat pipes to a pulsed heat input.
Issacci et al.@7# studied vapor dynamics during heat pipe start-up.
The analysis neglected the convection through the liquid wick and
conduction through the wall. The liquid flow in a homogeneous
wick heat pipe was studied by Ambrose and Chow@8#. The tran-
sient axial distribution of liquid in the wick was analyzed and the
results compared to experiments. Dryout was observed when the
heat transport was greater than the capillary limit. Tournier and
El-Genk@9# developed a two-dimensional model for the transient
analysis of heat pipes. The analysis determined the radius of cur-
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vature of the liquid meniscus at the liquid-vapor interface. A
model for liquid pooling was included. The study assumed a con-
stant temperature in the vapor core. The results were compared to
experiments which studied the effect of inclination on the tran-
sient performance of heat pipes@10#. The experiments provided
temperatures on the wall and the vapor core of the heat pipe in the
axial direction. Zhu and Vafai@11# studied the start-up transients
in an asymmetrical flat heat pipe, using transient heat conduction
equations for the heat pipe wall and wick, and a pseudo-three-
dimensional approximation in the vapor region. More recent ex-
perimental and numerical analyses of heat pipe performance may
be found in@12–18#.

Although these studies have established useful models and
methodologies for the steady as well as transient simulation of
thermal transport in heat pipes, sound models representing flat
heat pipe performance under transient conditions and with mul-
tiple discrete heat sources on the evaporator section are not readily
available.

In recent work by the authors@19#, a complete two-dimensional
mathematical model was developed to analyze the transient and
steady-state performance of flat heat pipes. The model accounted
for the pressurization of the vapor core and the coupling of the
continuity, momentum and energy equations in the wick and va-
por regions. A stable numerical procedure was devised to solve
the resulting governing equations. The procedure improved upon
the standard sequential solution scheme by recognizing the sensi-
tivity of the mass flow rate at the phase change interface to the
interface temperature and pressure, as well as the system pressure.
The improved method was shown to perform well over a range of
heat inputs, and the predictions showed satisfactory agreement
with experiments.

The present work utilizes the numerical method developed in
@19# to study the performance of flat heat pipes with multiple
discrete heat sources. The effect of heat source strength and sepa-
ration and their effect on steady as well as transient performance
are studied. The simulations are used to assess the possibility of
dryout as well as the location at which dryout might first be ob-
served. The maximum pore radius necessary to support the pres-
sure drop at the evaporator interface is obtained from the hydro-
dynamic pressure variation at the interface.

Mathematical Model
The present three-dimensional analysis includes the liquid wick

and the wall in addition to the vapor core. An equilibrium model
for heat transfer and a Brinkman-Forchheimer extended Darcy
model for fluid flow in the wick region are employed. The density
change in the vapor due to pressurization is calculated using the
ideal gas state equation. The mass flow rate, temperature and pres-
sure at the interface are determined using an energy balance at the
interface in conjunction with kinetic theory and the Clausius-
Clapeyron equation. The energy balance at the interface includes
convection and conduction on the liquid and vapor sides. Vapor
flow, temperature and hydrodynamic pressure fields are computed
from coupled continuity/momentum and energy equations in the
vapor and wick regions, and a conduction analysis in the wall. The
flow of the vapor is assumed as laminar and incompressible. At
high heat fluxes, the vapor velocity may be high enough for com-
pressibility effects to become important; these are not accounted
for in the present development. Compressibility effects are being
included in the formulation as part of ongoing work.

The boundary conditions are of the Neumann type on the
evaporator side and of mixed type at the condenser. The model
assumes that the wick is saturated with liquid throughout, which is
required to prevent dryout. The initial volume fraction of the liq-
uid in the wick is 0.5~liquid-saturated wick!. If the wick were not
fully saturated with liquid, vapor would occupy the unsaturated
portion of the wick. Estimates of the force needed to expel this
trapped vapor from the liquid show it to be significant compared
to the force required to move liquid from the condenser to the

evaporator. As a result, dryout would occur as soon as vapor dis-
places the liquid in the wick. This unsaturated condition need not
be considered for prediction of the onset of dryout.

The physical dimensions of the flat heat pipe investigated are
shown in Fig. 1. The heat pipe dimensions, 47 mm width and 58
mm length with a wall thickness of 0.8 mm on all six sides,
simulate those of typical commercially available flat heat pipes.
The condenser covers 20 mm of the heat pipe as shown in the
figure. The wall and wick are made of copper and the working
fluid is water. The porosity, permeability and thermal conductivity
of the sintered copper wick are 0.5, 1.43310211 m2, and 40
W/mK @20#, respectively. The wick is present only on one side of
the heat pipe, and the heating and cooling boundary conditions are
applied only on this wicked side. Two discrete 10310 mm heat
sources are mounted at a separation distance of 5 mm in the base-
line case. The heat input to each heat source is 15 W. Those
portions of the heat pipe surface not exposed to the condenser or
evaporator boundary conditions are assumed adiabatic. The ther-
mophysical properties of the heat pipe wall, wick and vapor core
are given in Table 1. The coolant water temperature and the heat
transfer coefficient on the condenser are 287 K and 2604 W/m2 K,
respectively. The initial temperature all through the heat pipe is
287 K and the vapor is assumed to be saturated.

To accommodate changes in the vapor and liquid mass during
the transient under the assumption of a liquid-saturated wick, the
mass balance of the liquid is handled by modifying the volume-
averaged density of the liquid in the wick. All thermophysical
properties are assumed constant except for the vapor density,
which is found from the operating pressurePop and the local
temperature using the perfect gas law. Under these assumptions,
the governing equations may be written as shown below, follow-
ing the development in@19#. The continuity equation for the wick
and the vapor core is

w
]r

]t
1¹.~rV!50 (1)

The term]r/]t accounts for mass addition or depletion in the
vapor and liquid spaces. The three-dimensional momentum equa-
tions in the wick and the vapor core are

Fig. 1 Schematic diagram of the flat heat pipe investigated;
the thickness dimension has been greatly exaggerated in this
schematic to delineate the different parts of the heat pipe

Table 1 Thermophysical properties of the heat pipe material
and the working fluid

Copper
wall/wick

Thermal conductivity 401 W/m K
Specific heat 385 J/kg K
Density 8933 kg/m3

Wick conductivity 40 W/m K
Water Thermal conductivity 0.6 W/m K

Specific heat 4200 J/kg K
Density 1000 kg/m3

Viscosity 831024 N s/m2

Water vapor Thermal conductivity 0.0189 W/m K
Specific heat 1861.54 J/kg K
Density 0.01 kg/m3

Viscosity 8.431026 N s/m2

Water/Vapor Latent heat 2473 kJ/kg
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]rv

]t
1¹.~rVv !52

]wp
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CEw
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]rw

]t
1¹.~rVw!52

]wp

]z
1¹.~m¹w!2

mw

K
w2

CEw

K1/2 ruVuw

(4)

In the vapor core, permeabilityK5` and porosityw51. The
energy equation in the wall, wick and the vapor core is

]~rC!mT

]t
1¹.@~rC!VT!5¹.~keff¹T! (5)

Here, (rC)m assumes different values in the wall, wick, and vapor
core

Wall: ~rC!m5~rC!s

Wick: ~rC!m5~12w!~rC!s1w~rC! l

Vapor core: ~rC!m5~rC!v

Also, keff is the effective conductivity in the region of interest and
assumes appropriate values in the wall, wick and vapor core. In
the wick, an effective value of 40 W/mK is assumed@20#.

The following boundary conditions are imposed on the domain
@19#.

1. Wick-Vapor Interface:Change of phase from liquid to va-
por is assumed to occur at the wick-vapor core interface
~Fig. 1!. The interface temperatureTi is obtained from the
energy balance at the interface

2kwickAi

]T

]y
1miCiTi52kvAi

]T

]y
1miCvTi1mihfg (6)

Here, mi,0 denotes evaporation, andmi.0 denotes condensa-
tion. The interface pressurePi is obtained from the Clausius-
Clapeyron equation, withP0 andT0 being reference values

R

hfg
lnSPi

P0
D5 1

T0
2

1

Ti
(7)

The interface mass flux is calculated using kinetic theory@21#

S 2s

22s
DS 1

~2pR!1/2D S Pv

~Tv!1/22
Pi

~Ti !
1/2D 5mi9 (8)

A value for s of 0.03 @21# is used in this work. The evaporated
and condensed mass is assumed to flow normal to the interface
when accounting for momentum transport due to evaporation/
condensation. In the present formulation, no attempt is made to
track the free surface; as a result entrainment effects cannot be
computed. Since the velocity computed in the wick region is av-
eraged over both fluid and solid, the mean tangential velocity in
the wick at the wick/vapor interface is approximately zero.

2. Wick-Wall and Vapor-Wall Interface:u50, n50
3. Top Wall:

Evaporator section:kw

]T

]y
5qe 0<x<Le

Adiabatic section:
]T

]y
50 u5v50, Le<x<Le1La

Condenser section:2kw

]T

]y
5hc~T2Tc! x.Le1La

4. Lateral Walls:u5v5]T/]x50
5. Bottom Wall:u5v5]T/]y50

In addition, the following initial conditions are imposed:
T(x,y,0)5Ti andPop(t50)5Psat(Ti).

Details of the numerical method may be found in@19#. The
governing equations are discretized using the finite volume
method. The SIMPLE algorithm@22# with a collocated grid is
employed. An up-winding scheme is implemented for the convec-
tive flux and central differencing for the diffusive flux. The linear
equations resulting from the discretization are solved by a line-
by-line TDMA. An Euler implicit scheme is used for time differ-
encing.

A variety of tests were run to establish mesh and time-step
independence. A baseline case with a heat input to the left and
right heat sources of 15 W each~henceforth denoted as 15-15 W
for the left-right values! was used. Three different meshes (x3y
3z) were evaluated: 1939312, 31316315, and 60332330.
The dependence of the evaporator wall temperature on the mesh
size is shown in Fig. 2. The results indicate that changing the
number of grids from 1939312 to 60332330 changes the wall
temperature by 0.10 percent. The corresponding average differ-
ence in the total evaporator mass flow rate was 1.22 percent at
steady state. As a result of this grid-independence study, the 31
316315 mesh was used for all the results shown here; the wall,
wick and vapor regions include 8, 4, and 4 grid points, respec-
tively, in the y-direction. Similar tests varying the time step indi-
cate that a time step of 1 s is adequate. The attainment of steady
state is identified in this work as the time at which the heat trans-
fer rate on the condenser side reaches within 0.1% of the value at
the evaporator. Within each time step, the computations are
stopped when the sum of the absolute values of the residuals for
temperature,u, v, andw velocities are less than or equal to 10211.

Results and Discussion
The transient variation of wall temperature under the center of

the far-left heater is shown in Fig. 3. The heat flux supplied to the
two heat sources is varied while the heat source separation is held
constant at 5 mm. The numerical results reveal a time constant for
the heat pipe under consideration to be 6 s. This compares well to
an estimated response time of the system from a lumped capaci-
tance analysis of 7.1 s. The relatively low time constant results
from the small thermal mass of the heat pipe and the relatively
high heat transfer coefficient at the condenser~achieved in the
experiments with a cooling water jacket!. The time constant is
independent of the heat flux applied at the evaporator.

It is clear from Fig. 3 that the temperature under the left heater
decreases as its heat input is reduced from 15 to 5 W. In all three
cases, the system reaches a steady state at 100 s, independent of
the heat input. The transient variation of heat transfer rate on the
condenser side for the three different sets of heat input is shown in

Fig. 2 Steady-state axial wall temperature variation for differ-
ent mesh sizes at 15–15 W input power „zÕWÄ0…
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Fig. 4. It is clear from the figure that the condenser heat transfer
rate is the same for all three distributions of heat input.

Contours of the wall temperature variation on the wicked side
of the heat pipe (y52.8 mm) at steady state are shown in Fig. 5.
The baseline case is again considered, with equal heat inputs to
the two sources. As observed earlier, the maximum temperature
occurs at the center of the heat source on the left. Conduction
down the side wall is responsible for the maximum temperature

not occurring at the left end of this heat source. The temperature
decreases with distance away from the heated zone.

The temperature distribution along the vertical midsection (z
523.5 mm) of the heat pipe is shown in Fig. 6. Again, the highest
temperatures are in the vicinity of the discrete heat sources. In the
vapor region, a significant drop of 12°C in temperature along the
axial direction is observed, indicating continual energy transfer
into the vapor across the liquid-vapor interface. In cases where the
effect of convection in the vapor may be dominant over diffusion
at the liquid-vapor interface, the vapor temperature variation
would be significantly smaller. The Peclet number (ruCpHv /k
;10– 20 in the present work! of the vapor space governs which of
these processes is dominant. The figure also shows a significant
drop in temperature through the wick~y-direction!, attributable to
the low wick thermal conductivity.

The velocities in the wick and vapor core at steady state are
shown in Fig. 7. It is clear that there is no ‘‘adiabatic’’ section
inside the heat pipe. Thev-velocities at the liquid-vapor interface
allow a delineation of the actual length of the evaporator and
condenser regions at the wick-vapor interface. In the vapor core,
the velocity increases in the evaporator region along the axial
direction because of mass addition from the interface; similarly,
the velocity decreases in the condenser region along the axial
direction because of mass depletion. The average liquid velocity is
much smaller than the average vapor velocity because of the large
differences in density. The analysis also shows that there is no
region in the liquid-vapor interface where the interfacial velocity
is zero.

Figure 8 shows the transient variation of liquid and vapor pres-
sure drop at the liquid-vapor interface. The pressure drop at any
point is calculated by subtracting the absolute pressure at the right
end of the condenser section from the actual pressure at the de-
sired location. The sum of the liquid and vapor pressure drops at
the liquid-vapor interface gives the capillary pressure head. It is
clear from the figure that the maximum pressure drop occurs at
the left end of the evaporator. Even though the maximum tem-

Fig. 3 Transient wall temperature under the far-left heater
„x ÕLÄ0.093,y ÕHÄ1,zÕWÄ0.5… for different power input combi-
nations to the two heaters

Fig. 4 Transient variation of the heat removal rates at the
evaporator „constant Qin… and condenser „Qout … sections for
the three heat input combinations

Fig. 5 Temperature contours at the wall „y ÕHÄ1… on the
wicked side of the heat pipe at an input power of 15–15 W: the
condenser section is delineated by the dashed line.

Fig. 6 Temperature distribution at the mid plane „zÕWÄ0.5… of
the heat pipe for the baseline case with 15–15 W heat input
„dÄ5 mm …

Fig. 7 Velocity vectors in the „a… wick and „b… vapor core at the
mid plane of the heat pipe „zÕWÄ0.5, with 15–15 W heat input
and dÄ5 mm …: note that the velocity scale in the two plots is
very different.
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perature does not occur at the left end of the evaporator~as shown
in Fig. 5!, Fig. 8 shows that the maximum pressure drop is real-
ized at the left end of the evaporator throughout the transient and
at steady state.

In the following, the effects of varying the power input to the
two heat sources, as well as the separation between the heat
sources, on the temperature, velocity and pressure distributions in
the heat pipe under transient and steady-state conditions are pre-
sented. The effects of these parameters on the overall performance
of the heat pipe are also discussed.

Effect of Variation of Heat Input to the Heat Sources. The
effect of changing the heat input distribution between the two heat
sources~for a fixed total input power! on the temperature contours
is shown in Fig. 9. Of the total input power of 30 W, three cases
with progressively increasing heat input to the right heat source
are considered:~a! 15-15 W ~baseline!,~b! 10–20 W, and~c!
5–25 W. The end-to-end separation between the heat sources is
held constant in this set of results. When the heat inputs to the two
sources are equal~case a!, the maximum temperature in the heat
pipe ~311.9 K! occurs at the center of the left heater. However,
when the heat input to the heat source on the right is increased
from 15 to 20 and 25 W, the location of the maximum temperature
~312.5 K for 10–20 W input and 314.2 K for 5–25 W input! shifts
to the right heat source, closer to the condenser section.

Figure 10 shows the axial mass flow rate through the wick for
the different heat input distributions considered in Fig. 9. The
mass flow rate increases with distance away from the condenser
end as mass is added by condensation of vapor. So also, the mass
flow rate decreases as the evaporator is traversed from right to left
due to evaporation of liquid. The effect of the increase in heat
input to the right-side heat source is apparent in the reduction of
mass flow rate to the left-side heat source in the 5–25 W distri-
bution case. The mass flow rate through the left heater is not
tripled when the heat input increases from 5 W to 15 W at this
heater. This is because of the effect of heat spreading through the
wall and the liquid wick.

Effect of Heat Source Separation. The effect of heat source

Fig. 8 Transient development of pressure drop in the „a… va-
por, and „b… liquid, at the liquid-vapor interface „heat input
Ä15– 15 W,dÄ5 mm …

Fig. 9 Temperature contours on the wicked-wall of the heat
pipe for heat inputs to the left and right heat sources of „a…
15–15 W, „b… 10–20 W, and „c… 5–25 W „dÄ5 mm …

Fig. 10 Axial mass flow rate through the wick „dÄ5 mm …
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separation is investigated next, with the power input to the two
heat sources held constant at 5 and 25 W for the left and right
sources, respectively. The heat source separation is varied through
0, 5 and 10 mm.

As expected, Fig. 11 shows that the maximum temperature al-
ways occurs at the center of the right heat source with the higher
heat input. This maximum temperature reduces from 312.6 K to
311.4 K as the distance between sources is increased from 0 to 10
mm. As the separation between the sources is increased, the
source on the right gets closer to the condenser, explaining this
drop in maximum temperature. This temperature dependence with

respect to the location of the heat source with respect to the con-
denser illustrates the importance of axial diffusion through the
wall and wick.

Figure 12 illustrates the effect of heat source separation on the
mass flow rate through the evaporator. As the high heat input
source moves closer to the condenser, the mass flow to the left-
side heat source is significantly reduced. This is because of the
effect of heat spreading into the condenser region through the wall
and the wick when the distance between the heaters is increased.
A change in heat source separation fromd50 to 10 mm results in
a reduction of 54 percent in the mass flow rate to the left-side heat
source. The temperature on the left end of the evaporator is de-
creased when the heat source separation increases, thus reducing
the rate of evaporation under the left end.

The location of the maximum velocity at the interface corre-
sponds to the location of the maximum interface temperature.
Also, this v-velocity is higher as the heat source separation is

Fig. 11 Temperature contours in the liquid at the liquid-vapor
interface for different separation between the heaters
„heat inputÄ 5 – 25 W…

Fig. 12 Liquid velocity vectors in the wick near the liquid va-
por interface for different heat source separations „heat input
Ä5 – 25 W…: „a… dÄ0, „b… 5, and „c… 10 mm.
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reduced, since the maximum wall temperature correspondingly
increases. Thev-velocity at the liquid-vapor interface is shown in
Fig. 13 at the different heat source separations. As the higher-
power heat source is moved closer to condenser, the actual ‘‘con-
denser section’’ penetrates deeper and deeper towards the evapo-
rator section. The actual condensing and evaporating areas at the
liquid vapor interface can be determined from Fig. 13.

Figure 14 shows the transient variation of the liquid and vapor
pressure drop at the liquid-vapor interface. It is interesting to note
that the location of the maximum pressure in the liquid and vapor
changes during the transient. The mass flow rate in heat pipe
increases during the transient period and reaches a maximum
value at steady state. As the dynamic pressure loss increases in
response to this increase in the flow rate, and becomes significant,
the location of the maximum pressure drop shifts towards the left
end of the evaporator. The location of the dryout region during
transient startup would thus depend on the transient path adopted.

The axial variation of the liquid and vapor pressure drop at the
interface at steady-state conditions is shown in Fig. 15. Once
steady state is reached, irrespective of the location of the maxi-
mum temperature~and the maximum interface velocity!, the
maximum pressure drops in the liquid and vapor always occur
near the left end of the evaporator. This is because of the signifi-
cant velocities in the liquid and vapor encountered under the con-
ditions of the present work, which lead to high dynamic pressure

losses. When the heat source separation decreases, the mass flow
rate to the left end of the evaporator increases~Fig. 12!, as do the
dynamic pressure losses as seen in Fig. 15.

In the absence of gravity, the sum of the liquid and vapor pres-
sure drops give the total pressure drop at any axial location along
the liquid-vapor interface. From Fig. 15 it is possible to determine
the required capillary pressure drop by summing the maximum
liquid and vapor pressure drops. From the expression for the cap-
illary pressure drop,DPc52s/r p , it is possible to determine the
pore radius of the wick that can provide the required capillary
pressure drop necessary to prevent dryout. For instance, in the
present cases, the steady-stateDPc is found to be 1021, 883, and
742 N/m2 for the 0, 5, and 10 mm separation distances, respec-
tively. The pore radii necessary to support these capillary pressure
heads are thus 1.3731024, 1.5831024, 1.8931024 m, respec-
tively. For a given pore radius, the present analysis helps to deter-
mine the time and location of dryout. The location of dryout is
that at which the capillary pressure head has a maximum value. In

Fig. 13 Normal „v -… velocities in the liquid at the liquid-vapor
interface at different heat source separations „heat input
Ä5 – 25 W…: „a… dÄ0, „b… 5, and „c… 10 mm. The shading denotes
contours of v -velocity.

Fig. 14 Transient development of pressure drop in the „a… va-
por, and „b… liquid, at the liquid-vapor interface „heat input 5–25
W and dÄ5 mm …

Fig. 15 Pressure drop in the liquid and vapor at the liquid-
vapor interface at different heat source separation distances
„heat input 5–25 W, zÕWÄ0.5…
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all the three cases studied, the maximum pressure head at steady
state occurs at the left end of the evaporator, and this is the point
where dryout would occur.

Conclusions
A complete, three-dimensional mathematical model has been

developed to analyze the transient and steady-state performance of
flat heat pipes, under the action of discrete multiple heat sources.
The model accounts for the pressurization of the vapor core and
the coupling of the continuity/momentum and energy equations in
the wick and vapor regions. The analysis helps to determine the
maximum pore radius of the wick allowable while still supporting
the total pressure drop in a flat heat pipe. The location of dryout
under transient and steady-state conditions can also be estimated.

The analysis highlights the importance of considering axial dif-
fusion through the wall and wick in determining the temperature
distribution in flat heat pipes. As the distance between multiple
discrete heat sources increases, the maximum temperature in flat
heat pipe decreases, resulting in lower liquid and vapor pressure
drops.
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Nomenclature

A 5 area, m2

C 5 specific heat capacity at constant pressure, J/kg K
CE 5 Ergun’s coefficient, 0.55

d 5 end-to-end separation between heat sources, m
H 5 thickness of the heat pipe, m

hf g 5 latent heat, J/kg
k 5 thermal conductivity, W/m K

keff 5 effective thermal conductivity, W/m K
K 5 permeability of the porous medium, m2

L 5 length of the heat pipe, m
m 5 mass flow rate, kg/s

m9 5 mass flux, kg/m2 s
M 5 mass, kg
P 5 pressure, Pa
q 5 heat flux, W/m2

R 5 gas constant, J/kg K
r 5 pore radius, m
t 5 time, s

T 5 temperature, K
u 5 longitudinal velocity, m/s
v 5 transverse velocity, m/s
V 5 velocity vector, m/s
W 5 width of the heat pipe, m
w 5 transverse velocity, m/s
x 5 axial coordinate; axial distance, m
y 5 transverse distance, m

Dt 5 time step, s
Dx 5 x-direction width of control volume, m
Dy 5 y-direction width of control volume, m

Greek Symbols

m 5 dynamic viscosity, Ns/m2

r 5 density, kg/m3

w 5 porosity of the wick

s 5 accommodation coefficient; surface tension, N/m

Subscripts

0 5 reference
a 5 adiabatic section
c 5 condenser
i 5 interface
l 5 liquid

m 5 mean value
op 5 operating pressure

s 5 solid
sat 5 saturation condition
v 5 vapor
w 5 wall
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Thermal and Thermomechanical
Phenomena in Picosecond Laser
Copper Interaction
Thermal and thermomechanical phenomena in laser metal interaction are of great impor-
tance in terms of understanding the underlying mechanisms in laser materials processing,
optimizing the efficiency of laser micro-machining, and minimizing laser induced damage.
In this work, Molecular Dynamics (MD) simulation is carried out to investigate picosec-
ond laser copper interaction. A method has been developed to account for the laser beam
absorption in, and the thermal transport sustained by, free electrons. Superheating is
observed, and an evident temperature drop is revealed at the solid-liquid interface, which
moves at a speed of 4400 m/s. However, the later phase change from solid to liquid
happens in the target simultaneously and no visible movement of solid-liquid interface is
observed. The results show that the laser induced stress wave consists of a strong com-
pressive stress and a weak tensile stress. After reflection at the back side of the MD
domain, the strong compressive stress becomes a strong tensile stress, which results in a
visible drop of the number density of atoms. In the presence of this strong tensile stress,
voids have formed in the region near the back side of the MD domain, indicating that the
strong tensile stress in laser materials interaction plays an important role in terms of
inducing structural damage.@DOI: 10.1115/1.1725092#
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I Introduction
Thermal and thermomechanical phenomena in laser materials

interaction have attracted much attention due to the rapid devel-
opment of lasers and their applications in materials processing.
Laser metal interaction differs from laser dielectric interaction in
terms of laser absorption and thermal transport mechanisms. In
dielectrics, the laser energy is directly absorbed by molecules and
the laser induced thermal transport is sustained by the vibration
movement of molecules. On the other hand, in metals the laser
energy is absorbed by free electrons, thereby resulting in a tem-
perature gradient in electrons and a temperature difference be-
tween electrons and the lattice. The lattice is subsequently heating
up through the energy exchange between electrons and the lattice
@1#.

Attributed to ultrafast laser metal heating and the resulting in-
tense structural change, Molecular Dynamics~MD! simulations
have been employed to investigate the pertaining thermal and
thermomechanical phenomena at atomic levels. By incorporating
the energy transfer from electrons to lattice, Ha¨kkinen and Land-
man @2# have investigated the superheating, melting, and anneal-
ing of copper surfaces under picosecond~ps: 10212 second) laser
irradiation. Applying the Morse potential@3# to two-dimensional
MD simulation, Horiuchi et al.@4# investigated ps laser induced
ablation in Fe and compared the results with experiments quanti-
tatively. However, it needs to be pointed out that MD simulations
using the Morse potential do not take account of the thermal trans-
port sustained by the movement of free electrons, which accounts
for the major thermal transport in metals. In order to account for
the thermal transport by free electrons, Ohmura et al.@5# modified
the MD simulation using the Morse potential by implementing a
forced thermal conduction among atoms. Using this modified MD
simulation, they studied the temperature field and laser induced
ablation in ps laser Al interaction.

It is worth noting that during laser metal interaction, the laser

energy is absorbed by free electrons, and then free electrons trans-
fer the energy to the lattice. This two-step heating has significant
effects on laser induced thermal and thermomechanical phenom-
ena@6–8#. In addition, due to the high thermal conductance nature
of metals, the limited size of targets in MD simulation imposes
much constraint on thermal transport, thereby inducing unrealistic
phenomena in laser induced material ablation.

In this work, MD simulation is modified a great deal to study
thermal and thermomechanical phenomena in ps laser copper in-
teraction. The laser beam absorption in, and the thermal transport
sustained by free electrons, and the energy exchange between
electrons and the lattice are taken into account to give a detailed
picture of laser copper interaction. Special treatment of boundary
conditions at the back side of the MD domain is introduced to
simulate a semi-infinite material irradiated by a ps laser pulse.
Emphasis is placed on stress wave reflection from the back side of
the MD domain and its strong influence on the structural damage.
Methodologies of the MD simulation are described in Sec. II and
simulation results are presented in Sec. III.

II Simulation Methods
The problem to be addressed is associated with a copper crystal

at an initial temperature of 300 K illuminated with a ps laser
pulse. The basic procedure is to solve the Newtonian equation for
each atom interacting with its neighbors,

mi

d2r i

dt2
5(

j Þ i
Fi j (1)

wheremi andr i are the mass and position of atomi, respectively.
Fi j is the interaction force between atomsi and j, which is calcu-
lated from the Morse potential asFi j 52]f i j /]r i j with r i j 5r i
2r j . The Morse potentialf i j takes the form of@3#

f i j 5D~e22s~r i j 2r 0!22ea~r i j 2r 0!! (2)

whereD is the dissociation energy,r 0 is the equilibrium distance
of atoms, anda is a constant of the dimension of reciprocal dis-
tance.
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Values of these parameters used in the calculation are listed in
Table 1. In the calculation, the half-step leap-frog scheme, a modi-
fication to the velocity Verlet algorithm@9#, is employed to solve
the movement of atoms with a time step of 5 fs~fs:
10215 second). When the distance between atoms exceeds a cer-
tain valuer c , namely the cutoff distance, the interaction between
them is negligible, and no force computation is necessary. The
cutoff distance is chosen to make sure that the neglected interac-
tion force is much smaller than the typical force between atoms.
In this work, it is found that a cutoff distance of 0.684 nm is
appropriate in terms of the uncertainty and computation time re-
quirement. At this distance, the potential of an atomic-pair is less
than 1% of the well depth of the Morse potential. The force be-
tween two atoms of a distance of 0.684 nm is less than 0.2% of
the force~the typical force!between two nearest neighboring at-
oms in equilibrium positions.

Pulsed laser heating in the target is achieved in two steps. First,
the laser beam is absorbed by free electrons following the equa-
tion @1,6#

Ce

]Te

]t
5ke

]2Te

]z2 2G~Te2Tl !1I •t21
•e2z/t (3)

whereCe , Te , andke are the volumetric specific heat, tempera-
ture, and thermal conductivity of free electrons, respectively.Tl
stands for the lattice temperature,G is the electron-lattice cou-
pling constant, andz is the direction normal to the target surface.
Equation ~3! describes the evolution of the temperature of free
electrons under thermal diffusion, laser heating, and electron-
lattice coupling. The laser beam is assumed to be absorbed expo-
nentially with a characteristic absorption deptht. The wavelength
of the laser beam is presumed to be 0.8mm, which is the wave-
length of the Ti:sapphire ps laser. At this wavelength, the absorp-
tion deptht in copper is 12.60 nm@10#. The laser intensity as-
sumes a Gaussian temporal distribution in the form of

I 5I 0e2~ t2t0!2/t1
2

(4)

wheret0 andt1 are taken as 10 ps and 3 ps, respectively, indicat-
ing that the laser pulse has an FWHM~full width at half maxi-
mum! of 5 ps centered at 10 ps. In this paper, the laser intensity
used in Eqs.~3! and~4! is the one absorbed by the material rather
than the incident laser intensity before reflection. Therefore, no
reflectivity is used in Eq.~3!.

In the second step of laser heating, the energy of free electrons
is transferred to the lattice through electron-lattice coupling@1,6#

Cl

]Tl

]t
5kl

]2Tl

]z2 1G~Te2Tl ! (5)

whereCl andkl are the volumetric specific heat and the thermal
conductivity of the lattice, respectively.

The schematic of the computational domain is shown in Fig. 1.
An extra space is added above the target, which allows macromo-
tion of atoms in the positivez-direction. The target is divided into
two domains I and II as shown in Fig. 1. In Domain I the laser
beam is absorbed and the target experiences intense thermal trans-
port and phase change. In this domain, the movement of atoms is
solved using MD simulation, which is described by Eq.~1!. Since
MD simulation can not capture the thermal transport by free elec-
trons, Eq.~3! is solved using the finite difference method in this
domain to predict the thermal transport by electrons. Equation~3!
is integrated with MD simulation through the energy exchange
between electrons and atoms~lattice!. The lattice heating through
the energy exchange with free electrons is achieved by exciting
the kinetic energy of atoms in MD simulation, which is fulfilled
by scaling the velocity of copper atoms with a factorx

x5F 11
Dt•G~Te2Tl !•DV

1

2 (
i 51

N

mi•@~n i ,12 n̄1!21~n i ,22 n̄2!21~n i ,32 n̄3!2#G 1/2

(6)

where n i , j and n̄ j ( j 51,2,3) are velocities of atomi and the
average velocity in thex, y, andz directions for atoms in a layer of
volumeDV normal to the laser beam.N is the number of atoms
within the layer andDt is the time step. The new velocityn i , j8 of
atom i is calculated as

n i , j8 5~n i , j2 n̄ j !•x1 n̄ j j 51,2,3 (7)

When density changes, such as void formation in the target, the
electron-lattice coupling constantG is adjusted by multiplying a
factor, which is the ratio of the local density to the full density of
copper. In addition, the specific heat, density, and thermal conduc-
tivity of electrons are adjusted in the same manner. The density
and specific heat of the lattice are computed by the MD simulation
automatically, which directly tracks the movement of atoms. Dur-
ing the preparation of this paper, it came to our knowledge that
laser-metal interaction was studied using the similar method as
that described in this paper@11,12#. In these studies, the model
developed by Ha¨kkinen and Landman@2# was employed which
added an extra term in Eq.~1! to account for the energy exchange
between electrons and the lattice. Treatment of this lattice-electron
coupling is different from the atomic velocity scaling described by
Eq. ~7! in this work, and does not the meet the requirement of
momentum conservation, which may cause undesirable atomic
movement.

In Domain II as shown in Fig. 1, heat transfer is calculated by
solving Eqs.~3! and ~5! using the finite difference method. This
semi-infinite solid copper plays the role of conducting the heat
away from Domain I, which experiences intense phase change.
For atoms close to the back side of Domain I, two extra forces
arise in the presence of the semi-infinite solid copper. One force
originates from the static interaction between the MD domain and
the semi-infinite solid sample. The static interaction represents the
interaction between atoms in Domain I and those in Domain II
when there is no stress in space. We place a layer of static atoms
with a thickness of the cutoff distance in Domain II next to the
interface between Domains I and II. The force exerted by atoms in

Table 1 Values of the parameters used in the MD simulation
†3,10,12–15‡

Parameters Values

Atomic mass,m ~kg! 1.055310225

Dissociation energy,D ~eV! 0.3429
Constant,a ~m21! 1.358831010

Lattice constant of copper,a ~nm! 0.361
Equilibrium distance,r 0 ~nm! 0.2866
Time step,dt ~fs! 5
Electron-lattice coupling,G ~W/m3

•K! 4.831016

Volumetric specific heat of free electrons,Ce ~J/m3
•K! 2.13104

Thermal conductivity of free electrons,ke ~W/m•K! 386
Volumetric specific heat of lattice,Cl ~J/m3

•K! 3.4393106

Laser beam absorption depth,t ~nm! 12.60
t0 ~ps! 10
t1 ~ps! 3
Laser fluence,E ~J/m2! 2000

Fig. 1 Schematic of the computational domain
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Domain II on those in Domain I represents the static interaction.
The other force exerted on atoms in Domain I close to the inter-
face between Domains I and II is induced by the stress wave
propagation in thez-direction and is in the form of@13#

Fs52rnc•A/N (8)

wherer is the density of the target,n is the average velocity in the
z direction for atoms within one small layer close to the back side,
and c is the speed of the stress wave in thez-direction.A is the
cross-sectional area of the target, andN is the number of atoms
within the small layer close to the back side of Domain I. Periodic

boundary conditions are implemented on boundaries in thex andy
directions and free boundary conditions on boundaries in the
z-direction.

When solving Eq.~3! in Domain I and Eqs.~3! and ~5! in
Domain II, constant properties are used, which are evaluated at
300 K. In the MD simulation part, introduction of Eq.~3! is used
to consider the effect of heat transfer by electrons, which could
not be accounted for by the classical MD simulation. It is true that
the properties such as thermal conductivity and specific heat of
electrons are temperature dependent. This paper presents our first
step to study laser-metal interactions and we assume these prop-

Fig. 2 The temperature distribution of lattice at different times. Solid line: numerical computation using the finite
difference method; dots: MD simulation.
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erties constant to simply the computation and provide a general
picture about the physical processes underlying laser-metal inter-
action. These assumptions may affect the simulation results to a
certain extent, but will not alter the general conclusions made in
the paper, which is intended to provide qualitative interpretations
of laser-metal interaction. In the laser-copper interaction studied
in this work, intense phase change takes place in the material,
which absorbs substantial thermal energy from electrons. This will
reduce the uncertainty in heat conduction induced by the assump-
tion of constant properties of electrons. Equations~3! and ~5! are
solved to obtain the temperature distribution in Domain II as

specified in Fig. 1. Domain II is used to conduct the thermal
energy from the MD domain~Domain I!. The temperature distri-
bution in Domain II is largely influenced by the thermal conduc-
tivity of electrons and the density and specific heat of the lattice.
Therefore, the assumption of constant specific heat of electrons in
Domain II has little effect on temperature distribution while at
most times electrons and the lattice have close temperatures. In
addition, the density and specific heat of the lattice and the ther-
mal conductivity of electrons from 300 K to the melting point are
pretty much constant.

Before laser heating starts, the sample is thermalized for 100 ps

Fig. 3 The temperature distribution of electrons at different times. Solid line: numerical computation using the
finite difference method; dots: MD simulation.
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to reach thermal equilibrium. In this calculation, the MD domain
is initially constructed based on the fcc lattice structure with the
~100!surface facing the laser beam. Values of the parameters used
in the simulation are listed in Table 1@3,10,14–17#. The compu-
tation is conducted on a two-processor workstation using OpenMP
~open multiple processing! as the algorithm for parallel computa-
tion. Before conducting simulation of laser-copper interaction, we
calculate the specific heat and melting point of copper to obtain
the idea about the accuracy of the Morse potential in terms of
predicting the behavior of copper. The specific heat of copper is
calculated by adding a certain amount of energy to a copper sys-
tem and observing the final temperature increase. The specific

heat is calculated to be 405 J/kg•K at 300 K, which is close to the
experimental result of 385 J/kg•K @17#. The melting point of cop-
per is obtained by increasing the temperature of a copper system
until the regular lattice structure is completely destroyed. We find
that the Morse potential predicts a melting point of 2090 K, higher
than the experimental value of 1385 K@17#.

III Results and Discussion
In this work, the target for MD simulation is constructed to

have 45, 45, and 300 fcc~face-centered cubic! unit cells in thex,
y, andz-directions, respectively. A total of 2,430,000 atoms are
tracked in the simulation. Measurements of the MD domain are
16.245 nm in thex and y directions, and 108.3 nm in the
z-direction. The computational domain has the same size as the
target in thex and y-directions. In thez-direction, the computa-
tional domain is taken as 2.608mm to capture atoms escaping
from the target surface during the time of computation. The laser
pulse assumes a fluence~E! of 2000 J/m2, which is estimated to be
high enough to induce phase change and material ablation. At this
laser fluence, the constant (I 0) in the temporal laser intensity ex-
pressed by Eq.~4! is I 05E/(Apt1)537.6126 GW/cm2.

III.1 Temperature Distribution in the Target. The tem-
perature distribution in the lattice is displayed in Fig. 2. For the
purpose of comparison, Eqs.~3! and~5! have been solved in Do-
main I using the finite difference method before phase change
takes place. The results obtained using the finite difference
method are shown at 3, 6, and 9 ps at which little or no phase
change is observed. It is much pronounced that before phase
change takes place, the MD simulation and the finite difference
method are in good agreement in terms of predicting laser heating
and thermal transport. Beyond 9 ps, phase change originates so
only the MD simulation results are presented in Fig. 2. Before 13
ps, the temperature of the lattice experiences a continuous in-
crease. However, it is important to note that when the lattice tem-
perature reaches about 3850 K (t513 ps), no further temperature
increase is observed. This phenomenon is clearly demonstrated by
the temperature distribution at 13 ps for which a flat region of
3850 K is observed. The phase change from solid to liquid~de-
tailed in III.2! absorbs a great deal of energy deposited by the
laser beam, thereby suppressing further increase of the lattice tem-
perature.

A close look at Fig. 2 reveals that starting from 15 ps~just after
laser heating!, a temperature drop appears in the spatial distribu-
tion. This temperature drop becomes abrupt at 20 and 25 ps,
which is marked by circles in Fig. 2. As will be discussed below,
this temperature drop originates from the phase change from solid
to liquid. Further study finds that the location of this abrupt tem-
perature change is the same as the location of the solid-liquid
interface. The energy absorbed by the liquid during phase change
explains the temperature drop observed in Fig. 2. At 13 ps in Fig.
2, a sudden temperature drop is not visible although a solid-liquid
interface is observed in Fig. 6. This is because that at 13 ps, the
material is still experiencing intense laser heating, which can pro-
vide the energy needed for melting. In addition, we find that be-
fore ~including! 12 ps, no clear solid-liquid interface is observed
although the front of the material is being melted. It is the move-
ment of the solid-liquid interface~meaning melting is taking
place!that induces the local temperature drop. At 13 ps, the solid-
liquid interface starts to move, which takes time to induce the
local temperature drop.

We study the melting point of the copper modeled using the
Morse potential and find that this potential overpredicts the melt-
ing point and reports a value of 2090 K, higher than the melting
point of copper@17#. At the solid-liquid interface, it is observed
that the local temperature is greatly above 2000 K, exceeding the
modeled melting point. Super heating has also been observed in
the recent work by Scha¨fer et al.@11#. In addition to the tempera-
ture change resulting from phase change before 75 ps, another
sudden temperature change has been observed after phase change

Fig. 4 Velocity distribution in comparison with the Maxwellian
distribution at different locations during laser heating „t
Ä10 ps… . The temperature shown in the figure is the local tem-
perature used for calculating the Maxwellian distribution. Dots:
MD simulation; solid line: Maxwellian distribution.

Fig. 5 Velocity distribution in comparison with the Maxwellian
distribution at different locations after laser heating „t
Ä50 ps… . The temperature shown in the figure is the local tem-
perature used for calculating the Maxwellian distribution. Dots:
MD simulation; solid line: Maxwellian distribution.
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finishes, which is marked by circles in Fig. 2 at 75 and 100 ps.
This temperature change is a direct consequence of the sharp
stress variation in space and will be discussed in III.3.

Presented in Fig. 3 is the temperature distribution of electrons.
At 3, 6, and 9 ps, the MD simulation results are compared with
those obtained with the finite difference method, and good agree-
ments are observed. The temperature of electrons is characterized
with a maximum level of about 78,000 K at 10 ps. At 15 ps~just
after laser heating!, the electron temperature quickly decreases to
10,000 K due to the intense energy exchange with the relatively
cold lattice. From 15 ps to 20 ps, the temperature of electrons

quickly decays to below the lattice temperature. Subsequently,
electrons play the role of cooling the lattice and transferring the
energy to the inside of the target.

When calculating the energy transfer from electrons to atoms in
Domain I, the technique~Eqs. ~6! and ~7!! used to excite the
kinetic energy of atoms meets the requirement of momentum con-
servation, but could disturb the local thermal equilibrium. The use
of temperature to describe laser induced heating and thermal
transport within the target can be justified by looking into the
thermal equilibrium of the target during and after laser heating.
Figure 4 shows the velocity distribution at different locations at 10

Fig. 6 Number density distribution in space at different times
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ps ~during laser heating!. Also shown in Fig. 4 is the Maxwellian
distribution in comparison with the MD results. It is evident that
the velocity distribution of atoms follows the Maxwellian distri-
bution closely, even at the very front of the target (z5105 nm).
The equilibrium status of the target after laser heating is examined
by comparing the velocity distribution of atoms with the Max-
wellian distribution at different locations, including the front of
the target (z5130 nm) at 50 ps. The comparison is presented in
Fig. 5, which shows a good agreement between the atomic veloc-
ity distribution and the Maxwellian distribution, thereby confirm-
ing the existence of thermal equilibrium within the target and
justifying the use of temperature.

III.2 Structural Change of the Target. In this section, the
structural change within the target is investigated by looking into
the number density distribution of atoms in space and the radial
distribution function at different locations.

The number density is a measure of the number of atoms per
unit volume. Its variation in space reflects the structural variation
of the target@18#. Figure 6 presents the number density distribu-
tion at different times. In Fig. 6, no obvious solid-liquid interface
is observed before 10 ps. At 13 ps, melting has happened, and a
clear solid-liquid interface is evident, which is circled in the plot.
The number density distribution in solid~to the left of the circle!
has a regular pattern and is detailed in the inset. The periodically
varying number density is attributed to the regular structure of the
lattice. To the right of the circle is liquid, and its number density
is uniform, which is a result of the random distribution of liquid
atoms in space. It is apparent in Fig. 6 that the solid-liquid inter-
face is moving toward the solid, meaning more solid is being
melted. At the same time, a visible movement of the liquid front
toward the right is observed, which is circled in the plot. When
solid melts, its density becomes less, and the volume of the ma-
terial will expand, thereby inducing the toward-out movement of
the liquid front. The number density distribution at 50 ps reveals
that solid and liquid structures co-exist in the rear part of the
target, meaning melting takes place in this region simultaneously
and is not characterized by a clear movement of the solid-liquid
interface. This phenomenon could be attributed to the small thick-
ness of the target and the boundary condition applied to the inter-
face between Domains I and II. For instance, the reflected stress
wave from the interface can strongly disturb the material close to
the interface, making them melt simultaneously. We have per-

formed large-scale parallel MD simulations to study this boundary
and thickness effect. The target used is about 1.234mm ~consist-
ing of more than 27 million atoms!, which is more than ten times
the thickness of the target studied in this work. In this extended
study, no finite difference domain is added below the MD domain
and a free boundary condition is employed. The results show that
melting is characterized with a rapid movement of the solid-liquid
interface, and no simultaneous melting is observed.

At 75 ps, the target has been melted completely, and the visible
low number density in space is attributed to the formation of voids
within the liquid. More details will be discussed in III.4. Further-
more, an insignificant, yet visible number density variation is ob-
served at 75 and 100 ps. This number density change originates
from the sharp stress change in space and is explained in detail in
III.3. Based on locations of the solid-liquid interface and the front
of liquid at 13 and 20 ps, it is estimated that during this period, the
solid-liquid interface moves at a speed of 4400 m/s, and the front
of the liquid moves out at a speed of 860 m/s. The calculated
speed of the solid-liquid interface~;4400 m/s!is close to the
sound speed in the@100# direction in copper~4364 m/s! @10#.
Similar high-speed movement of the melt front was observed in
the MD simulation about picosecond laser-copper interaction@11#.
In that work, Scha¨fer et al.@11# reported a melt front velocity of
the order of 1-23103 m/s in a copper irradiated with a laser pulse
of 0.5 ps duration and 680 J/m2 fluence~absorbed!.

In addition to the number density distribution, the radial distri-
bution function also reflects the structure of the target. In this
work, the in-plane radial distribution functiong(r /r 0) @18# is
studied, which is a ratio of the number of atoms at a distancer
from a given atom to the number of atoms at the same distance in
an ideal gas with the same density. Figure 7 presents the in-plane
radial distribution function at 20 ps. It is revealed that to the left of
the solid-liquid interface, the radial distribution function is char-
acterized with a number of peaks (z555 nm), which are attrib-
uted to the regular structure of the solid. At locations of 60 nm and
70 nm ~to the right of the solid-liquid interface!, the short range
order structure is still preserved while the long-range order is
disappearing. This is reflected by the diminishing peaks at the
long distance (r /r 053 or greater!, meaning the materials are los-
ing the long-range order structure. At the front of the liquid (z
5110 nm), a typical liquid structure is observed, which is char-
acterized by the two short-range peaks in the radial distribution
function.

III.3 Stress Evolution in the Target. During laser material
interaction, a stress wave will be generated and propagate toward
the inside of the material. In this work, the stress is calculated
based on the velocity and position of atoms. In the work by Wang
and Xu @19#, the stress was calculated by directly evaluating the
atomic interaction force across a cross section of interest. Al-
though the trend and amplitude of the stress were captured, sub-
stantial noise was observed in the calculation results. In this work,
the stress is averaged over a small domain to suppress the statis-
tical uncertainty following the equation

smn52
1

DV S (
j Þ i

N

r i j ,mFi j ,n1dmn•NkBTD (9)

wherer i j ,m andFi j ,n are the distance and force between atomsi
and j in the m andn directions, respectively.N is the number of
atoms within a small domain of a volumeDV. dmn is the delta
function, which is 1 form5n and 0 formÞn. In the beginning of
laser heating, the normal stress is the same in thex, y and
z directions, and the shear stress is negligible. However, when
voids are formed in the target, the shear stress becomes appre-
ciable and the normal stress is not the same in thex, y and z
directions. This issue will be addressed elsewhere. In this work,
only the normal stress in thez direction ~the laser irradiation di-
rection! is discussed in detail. Figure 8 shows the stress wave
generation and propagation in the copper target. At 3 ps, laser

Fig. 7 In-plane radial distribution function at different loca-
tions for tÄ20 ps
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heating is weak, and the visible non-zero stress originates from
the initial construction of the target. At 9 ps, it is seen that a
compressive stress has been generated in the near surface region.
From 9 ps to 20 ps, the stress wave experiences an emerging
process. At 25 ps, it is apparent that the stress wave consists of a
strong compressive stress~;25 GPa!and a weak tensile stress
~;3 GPa!. This stress wave generation has the same characteristic
as the one revealed in ps laser argon interaction@19#. In the MD
simulation, we carefully monitor the development and propaga-
tion of the initial non-zero stress and find that this stress is in-
duced by the design of the initial sample. This stress propagates in
space with the same amplitude and does not cause structural dam-

age. In addition, we conduct large-scale parallel MD simulation
and observe the similar behavior of the nonzero initial stress. In
the large-scale MD simulation, we used a much larger target
~1.234mm of thickness!. A similar nonzero initial stress was ob-
served with the same amplitude as the one observed in this paper.
Our large-scale MD simulation with free boundary conditions in-
dicates similar stress as the one observed in this work before
reflection at the back side of the MD domain. This ensures that the
large compressive stress observed in this work arises from the
laser-material interaction and is not an amplification of the initial
stress by the boundary conditions.

At 30 ps in Fig. 8, the compressive stress has reached the back

Fig. 8 Stress distribution in space at different times
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side of the MD domain and is being reflected back. The boundary
condition introduced by Eq.~8!, which is intended to eliminate the
reflection of the stress wave, could not eliminate the stress wave

reflection completely. The speedc used in Eq.~8! is taken as 4364
m/s by assuming the target is a solid copper at room temperature
@10#. On the other hand, in Figs. 2, 6, and 8 it is evident that when
the stress wave reaches the back side (t530 ps), the target is at a
much elevated temperature~;2400 K! and has been melted par-
tially. Based on the location of the peak compressive stress at 13
and 25 ps, it is estimated that the stress wave is traveling at a
speed of about 5000 m/s, a little higher than the one used in Eq.
~8!. In addition, because of the much elevated temperature in Do-
main I, the spacing between atoms in this domain changes much,
which is much different from the constant atomic spacing used in
Domain II. Therefore, this structure mismatch will have a contri-
bution to the wave reflection at the interface. Nevertheless, the
boundary condition expressed by Eq.~8! does reduce the stress
wave reflection, which is dictated by the smaller magnitude of the
reflected stress~;10 GPa!compared with the larger magnitude of
the incident stress~;28 GPa!.

In Fig. 8, it is evident that after reflection, the compressive
stress becomes a tensile stress. It has been observed in previous
research that with a free boundary condition at the back side of the
target, the stress wave is completely reflected@19#. After reflec-
tion, the speed of the stress wave reduces to 3080 m/s, much
smaller than the speed of the incident stress wave. This could be
explained by the fact that after 75 ps, the target has been melted
completely, and the liquid sustains a lower wave speed than the
solid does. Propagation of the reflected tensile stress is character-
ized with a substantial dissipation. At 75 ps, the tensile stress has
a magnitude of 10 GPa located at 55 nm, while after only 25 ps,
its magnitude decays to 2 GPa after traveling only about 77 nm.
This reveals the fact that liquid has a limited capability of sustain-
ing tensile stress waves. In addition, our careful study of the wave
propagation from 75 ps to 100 ps reveals that there is a strong
interaction between the reflected stress wave and the incident
stress wave. This is because the stress generated by laser heating
has a great span in space, making the reflected wave interact with
the incident wave, complicating the stress distribution in space. At
75 and 100 ps, one abrupt change of the stress in space is ob-
served, which is marked with circles in Fig. 8. This abrupt stress
change could be attributed to some stress reflection at the interface
between Domains I and II and the interaction between the re-
flected stress and the incident stress. This abrupt stress change
means a rapid temporal stress variation at the local position,
thereby inducing the sudden temperature change observed in Fig.
2. This temperature change is related to the local stress as@19#

]Tl /]t;2B/~B14/3•G!•bTT0 /~rcp!•]s/]t (10)

Equation ~10! has been discussed by Wang and Xu in detail
elsewhere@19#. In this stress-temperature relation,B, G, bT , r, cp
are the bulk and shear moduli, the thermal expansion coefficient,
density and specific heat of the material, respectively. In addition
to the induced temperature variation, the abrupt stress change
marked in Fig. 8 at 75 and 100 ps also induces a visible variation
of the number density of atoms, which is marked in Fig. 6. The
tensile stress intends to pull the material apart, thereby inducing a
visible number density drop.

III.4 Snapshots of Atomic Positions. Figure 9 presents the
snapshots of atomic positions at different times with each dot
representing one atom. For the purpose of illustration, only the
domain of 0,x,16 nm, 7.37,y,8.87 nm, and 0,z,150 nm
is displayed in Fig. 9. It is apparent that at 3 and 6 ps, a regular
structure is observed. Although the regular lattice structure is still
preserved at 9 and 10 ps, atoms spread more in space, especially
in the near surface region. This is because the temperature of the
target is increasing due to laser heating, thereby resulting in a
more intense random movement of atoms and spreading them
more in space. This reduction of the structural regularity explains
the decay of the peak number density of atoms, especially in the
near surface region as observed at 9 and 10 ps in Fig. 6. At 13 ps,
it is apparent that in the near surface region, positions of atoms

Fig. 9 Snapshot of atomic positions in the space of 0 Ëx
Ë16 nm, 7.37Ë yË8.87 nm, and 0 ËzË150 nm. The horizontal
white lines mark the approximate position of the solid-liquid
interface.
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become completely random, meaning the target has lost the regu-
larity of the structure, and solid no longer exists in this region.

At 20, 25, and 30 ps, a clear solid-liquid interface is much
pronounced, which is marked with a white horizontal line. In the
liquid region, atoms become random in space, and the picture
looks dark. On the other hand, the picture looks light in the solid
region due to the regular position of atoms in space. An interesting
phenomenon is observed at 75 and 100 ps, which is characterized
with voids formed inside the liquid. The tensile stress has a great
contribution to the formation of voids because the tensile stress
intends to pull the atoms apart in the material. At 75 and 100 ps,
the material is liquid which has limited capability of sustaining
tensile stress and the atoms inside are easy to be pulled apart. The
existence of this tensile stress is a direct consequence of the re-
flection of the compressive stress at the back side of the MD
domain. This suggests that in laser materials interaction, espe-
cially for thin films deposited on substrates or for free-standing
thin films, the reflection of the compressive stress at the back side
of the film makes the compressive stress become tensile; this ten-
sile stress could result in a structural damage in the region close to
the back side.

IV Conclusion
In this work, MD simulation was carried out to investigate the

thermal and thermomechanical phenomena in ps laser copper in-
teraction. Superheating was observed, and the early period of
phase change from solid to liquid was characterized with a solid-
liquid interface movement at a speed of 4400 m/s. However, the
latter phase change from solid to liquid happened in the target
simultaneously with no visible movement of solid-liquid interface.
The results showed that the laser induced stress wave consisted of
a strong compressive stress and a weak tensile stress. The strong
tensile stress emerging after stress wave reflection at the back side
of the MD domain exceeded the limitation that can be sustained
by the target and intended to pull the material apart. As a direct
consequence, voids were formed in the interior of the liquid near
the back side of the MD domain, indicating that the strong tensile
stress in laser materials interaction played an important role in
inducing structural defect in the target. Propagation of this strong
tensile stress was characterized with a remarkable decay, which
could be attributed to the limited capability of liquid to sustain
tensile stress waves and the interaction between the reflected and
incident stress waves.
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Nomenclature

A 5 cross-sectional area
B 5 bulk modulus

Ce 5 volumetric specific heat of free electrons
Cl 5 volumetric specific heat of lattice
c 5 stress wave speed

D 5 dissociation energy
F 5 interaction force between atoms

Fs 5 the force induced by stress wave propagation
G 5 electron-lattice coupling factor; shear modulus
g 5 radial distribution function
I 5 laser beam intensity

I 0 5 constant in the laser intensity temporal distribution
ke 5 thermal conductivity of free electrons

kl 5 thermal conductivity of lattice
m 5 atomic mass
N 5 number of atoms
r 5 atomic position

r c 5 cutoff distance
r 0 5 equilibrium distance
Te 5 temperature of free electrons
Tl 5 temperature of lattice

t 5 time
t0 5 time constant in the laser intensity temporal distribu-

tion
t1 5 time constant in the laser intensity temporal distribu-

tion
n 5 velocity
x 5 coordinate in thex direction
y 5 coordinate in they direction
z 5 coordinate in thez direction

Greek Symbols

a 5 constant in the Morse potential
bT 5 thermal expansion coefficient
f 5 Morse potential function
r 5 density
s 5 stress
t 5 laser beam absorption depth

Subscripts

i 5 index of atoms
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Fluid-Dynamic Analysis and
Optimization of the Quenching
Process for Hardening of
Change-Speed Gears Using
DOE–ANOVA Method
This investigation deals with the fluid-dynamic behavior of the hardening process for
change-speed gears, where a Nitrogen high pressure flow is used for quenching. At the
end of the process, the gears showed a high planarity error due to a slow and non-
homogeneous cooling process. A detailed fluid-dynamic calculation was performed to
identify some possible technical improvements, such as varying some design parameters
including the geometry configuration of the quenching chamber and the operating condi-
tions. Three performance indexes have been defined to synthesize the quality of the hard-
ening process and their trends have been evaluated as a function of the design and
operative configuration by a DOE–ANOVA statistical analysis to obtain the best configu-
ration. @DOI: 10.1115/1.1731355#
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Introduction
The mechanical components of a gearbox must strictly satisfy

the quality requirements to achieve high tensile strength and long
fatigue life, as today required by the automotive manufacturers to
guarantee superior performances of the vehicles. Hardening is an
extremely important aspect in gears production: at the end of the
quenching phase in the gear hardening machine, defects such as
high planarity errors must be avoided to guarantee high quality
gears@1#.

The fluid dynamic behavior of the quenching process affects
heavily the planarity error shown by the gears. The cooling of the
gears is performed using a high-pressure flow of Nitrogen. In
particular, the gears located at the bottom of the quenching cham-
ber ~Fig. 1! show high values of the planarity defects; those de-
fects are mainly due to a nonuniform cooling due to a Nitrogen
flow, that is not homogeneously diffused, as shown in@2#. In fact,
these gears are located downstream of the main cooling flow,
where Nitrogen is characterized by a higher temperature~600 K
and more!because of the heat subtracted from the gears encoun-
tered upstream.

Nevertheless, small differences in the quenching process~in
terms of heat transfer rate! of different gears can be accepted,
while differences in the cooling strength on the surfaces of the
same gears are harmful for they cause the planarity errors. Planar-
ity errors arise when the quenching process is too slow~due to the
downstream increase of temperature of the Nitrogen flow!, and, at
the same time, surfaces of the same gear experience different
cooling rates because of a nonuniform temperature distribution of
the Nitrogen flow around the gear.

Several studies performed in the field of industrial and applied
fluid dynamics@3# and @4# show that the use of fluid dynamic
simulations, accompanied by some experimental data, are very
useful to understand the fluid dynamic behavior and to optimize
the design and operating parameters of the analyzed production
processes.

Several designs and operating parameters influence the phe-
nomena under investigation: the operating pressure inside the
chamber, the swirl velocity component of the Nitrogen intake, the
radial restriction of the chamber section, called C in Fig. 1, and
the wall slope, called D in Fig. 1. The reduction of the gears
defects can be achieved by improving the control of the cooling
process, obtaining the same quenching strength for all of the gears
independent of the location in the quenching chamber, and a good
cooling homogeneity on the different surfaces of the same gear.

In the present work, the fluid dynamic behavior of the quench-
ing process inside a gear hardening machine was analyzed in de-
tail, and a process optimization was carried out in order to reduce
the planarity error of the gears surfaces. In a previous work@2#,
some calculations were performed using an axial-symmetric
model and the main operating and geometrical parameters of the
process were characterized. The limit was that the axial-
symmetric model neglected the heat rate exchanged by the Nitro-
gen flowing between gears. In the following, full three-
dimensional simulations will be presented. In particular, the
present work has been developed through the following steps.

• The behavior of the quenching chamber in the actual configu-
ration has been investigated by a fluid dynamic numerical simu-
lation code. The results have been correlated to the measured level
of defects of the gears in different zones of the chamber.

• The numerical simulation errors have been evaluated using
the procedure suggested in@5# and @6#; different grid refinements
have been considered to identify the right balance between the
number of computational cells and the time required for the con-
vergence of the calculations.

• Further, using Taguchi approach@7#, a design of experiment
~DOE! procedure has been performed to assess the significance of
the influence of design and operating parameters on the perfor-
mance of the industrial process under investigation.

• Some parameters were defined to evaluate the quality of the
quenching process, as the value of the cooling strength, the ho-
mogeneity of the quenching process for different gears, and the
cooling homogeneity for the different surfaces of the same gear.
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• Several numerical simulations were performed using the CFD
code Fluent 6.1.22.

• The results were analyzed and discussed using an Analysis of
Variance~ANOVA! technique@8# and @9#.

The Quenching Process
The quenching at the end of the hardening is a very fast cooling

process after a controlled heating of a mechanical component
above a suitable temperature. Generally, quenching consists of an
immersion of the components in some fluid as water, oil, polymer
solution, salt or forced air flow. The heating process temperature
is above the austenitizing temperature, above the so-calledAc3
point for hypoeutectoid steels, and aboveAccm point for hypereu-
tectoid steels@10#. The heating temperature should not be in-
creased to avoid the formation of bigger austenitic grains. After
heating, the gear rests at the aforementioned temperature until
gaining a completely austenitic structure; this structure is charac-
terized by a face-centered cubic crystal structure, where carbon
atoms are trapped in the octahedral interstitial sites~the so-called
solid solutiong!.

The last step of the hardening process consists of a fast cooling
with a velocity higher than the upper critical one@11#, to obtain a
martensitic structure. The crystal structure evolves into a body-
centered tetragonal one, while the carbon atoms do not have time
to diffuse and take up the free spaces available, the edges and the
centers of the two bases of the elementary cell. The martensitic
structure is characterized by great hardness and brittleness. By the
following tempering treatment, it is possible to modify the
strength and hardness of steel in a wide field.

The heating temperature and the heat transfer rate affect heavily
the results of the quenching of the mechanical components. De-
fects such as planarity errors can grow when different zones of the
same component experience different quenching treatments.

Actual Configuration of the Quencing Chamber
A section of the actual configuration of the quenching chamber

is shown in Fig. 1~geometrical parameters C and D are equal to
0!; it consists of a vertical chamber with a verticalz-axis, in which
the gears are placed on drilled metal discs around a central tubular
mount. Each metal disc~13 in all!, shown in detail in Fig. 2, has
eight gears and is rotated by 22.5 deg with respect to the previous
one, in order to avoid the formation of preferential paths for the
Nitrogen flow and to improve the turbulence level of the flow. The
gears are numbered from the bottom~gears at disc no. 1!to the
top of the chamber~gears at disc no. 13!. No difference has been
considered between the gears of the same disc and the assumption
is that gears placed on the same disc experience the same cooling
process~geometrical periodicity!. Then, Nitrogen, from a storage
vessel under a pressure of about 2 MPa, is injected into the cham-
ber until the equilibrium pressure between the storage vessel and
the quenching chamber is reached. The final operating pressure is
1.85 MPa, while the initial Nitrogen and gear temperatures are
300 K and 800 K, respectively. Then, a fan is operated to help
Nitrogen circulation to continue the cooling process to subtract
heat from gears and exchange it with the heat exchanger~see Fig.
1!, keeping the Nitrogen temperature at suitable values for a fast
cooling. The heat exchanger consists of horizontal tubes covering
the quenching chamber. The operating internal fluid is water with
an inlet temperature of 288 K. The behavior of the heat exchanger
has been neglected in such an analysis, considering only its effect
on the Nitrogen inlet temperature inside the quenching chamber.
After four minutes, the pressure is reduced to 0.4 MPa for an
additional six minutes. In Table 1 and Table 2, the geometrical
properties and the material properties of the quenching chamber
are shown, respectively. The steel properties have been considered
to be constant, neglecting variations with phase and temperature.

Fig. 2 A detail of drilled metallic discs around a central tubular
mount where the gears are placed

Fig. 1 Geometrical configuration
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Planarity Errors and Experimental Data
The measurement of the planarity errors was allowed by a

ZEISS three-dimensional measuring thez-coordinates of a refer-
ence circle placed on plane B of each gear~see Fig. 1!. The
difference between the measured maximum and minimum values
is the planarity error. In Fig. 3 the planarity errors of the actual
configuration are shown as a function of the position inside the
chamber for different operating pressures. Each dot in the plot

represents the average planarity error of the eight gears placed on
disc. Looking at the Fig. 3 it is clear that the planarity errors
increase going through the chamber, in fact the highest planarity
errors correspond to the gears placed at the bottom of the chamber
~lower disc numbers!. The Fig. 4 shows planarity errors as a func-
tion of the operating pressure.

The planarity errors decrease when the operating pressure in-
creases, with the exception of gears placed on discs 12 and 13.
Increasing the operating pressure results in a flow with a higher
heat capacity. With a higher heat capacity, the flow has a greater
cooling effect on the surfaces that it flows over. The flow over the
gears on discs 12 and 13 is not uniform, since they are near the
inlet. Thus, the heat transfer rates from those gears is not uniform
and as the cooling capability of the flow is increased, the tempera-
ture nonuniformities increase as do the planarity errors. Overall,
though, the planarity errors decrease because the flow has a
greater cooling capacity at the bottom of the chamber and the
gears are more uniformly cooled away from the chamber inlet.

Design and Operating Parameters
With the actual process configuration, some gears show an un-

acceptable planarity error, due to improper cooling. In particular,
the low-number gears, at the bottom of the chamber, showed the
worst defects. These gears are located downstream with respect to
the main Nitrogen flow. Different configurations in terms of geo-
metric and operating conditions have been investigated. Some
preliminary two-dimensional analyses@1# suggest the presence of
some preferential paths for the Nitrogen flow, bypassing gears and
reducing the effective heat exchange. Figure 5 shows a Nitrogen
flow close to the wall, bypassing completely the gears and arriv-
ing at the bottom of the chamber with a small temperature in-
crease. The two-dimensional analysis allows a preliminary identi-
fication of the parameters that affect significantly the quenching
process. In particular, four design, and operating parameters have
been identified: the operating pressureP inside the quenching
chamber during the first 4 min, the swirl velocity component of
inlet Nitrogen cos vx , the normalized radial restrictionl ~which is
equal to twice the radial restriction C normalized by the chamber
internal diameter, see Fig. 1! and the normalized wall sloped at

Fig. 3 Experimental data for the actual configuration: gears
planarity errors versus the position varying the operating
pressure

Table 1 Geometrical dimensions and operating conditions

QUENCHING CHAMBER
Axial height to chamber internal
diameter ratio

2.21

FAN
Fan diameter to chamber internal
diameter ratio

0.31

Number of cycles 3000 rpm
Efficiency 0.80
Pressure gap 1035 Pa

TEMPERATURES
Chamber initial temperature 300 K
Gears initial temperature 800 K
Cooling gas initial temperature 300 K

Table 2 Materials properties

GEARS
Material Steel
Density ~g/m3! 8030
Roughness height~m! 0.0001
Roughness constant 0.3
Specific Heat~J/kg K! 502
Thermal Conduc.~W/m K! 16.27
Emissivity 0.1

QUENCHING CHAMBER WALL and DISCS
Material Steel
Density ~g/m3! 8030
Specific Heat~J/kg K! 502
Thermal Conduc.~W/m K! 16.27
Roughness height~m! 0
Roughness constant 0.5
Emissivity 0.2

COOLING GAS (N2)
Material Nitrogen
Viscosity ~kg/m s! 1.663E-5
Specific Heat~J/kg K! 1041
Perfect gas coeff.~J/kg K! 724
Thermal Conductivity~W/m K! 0.0242
Absorption coefficient 0.01

Fig. 4 Experimental data for the actual configuration: gear pla-
narity errors versus the operating pressure
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the inlet section inside the quenching chamber~which is equal to
the wall slope D normalized by the chamber internal diameter, see
Fig. 1!.

The Numerical Model
The numerical simulations of the performances of the quench-

ing chamber of the hardening machine were performed using the
fluid-dynamic code FLUENT Rel. 6.1.22. Geometrical data, ma-
terial properties, boundaries, and initial conditions are summa-
rized in Table 1 and Table 2. Simulation parameters are listed in
Table 3. All the other parameters, not shown in the tables, had the
default values.

For the turbulence modeling, the original k-« turbulence model
is a popular choice. The k-« turbulence model has been adopted
since it is relatively robust and computationally inexpensive. The
standard k-«model has become the workhorse of practical engi-
neering flow calculations in the time since it was proposed by
Launder and Spalding@10#. This is the simplest complete turbu-
lence model in which the solution of two separate transport equa-
tions allows the turbulent velocity and length scales to be inde-
pendently determined. Its popularity is due to its robustness,
economy, and reasonable accuracy for a wide range of turbulent
flows. In the derivation of the k-« model, it was assumed that the
flow is fully turbulent, and the effects of molecular viscosity are
negligible. The standard k-« model is therefore valid only for fully
turbulent flows, which is the case of the present simulations. It is
well established that the eddy viscosity models, such as the k-«
model do not correctly reflect the sensitivity of turbulent stresses
to streamline curvature and body forces, strong transport effects,
etc. In these cases Reynolds stress models~RSM! have to be used.

The flow in examination is without swirl, adverse pressure gradi-
ent, recirculation, and large streamline curvature so the use of
standard k-«model can be a good choice.

The discrete ordinates radiation model~DO! has been chosen
because the code FLUENT doesn’t permit to use the Surface-to-
Surface model with periodic boundary conditions. The DO model
solves the radiative transfer equation for a finite number of dis-
crete solid angles. With optical thicknessaL ~the absorption co-
efficienta per the appropriate length scaleL! close to 0~,1! and
localized heat sources~gears!, the DO model is reasonably effi-
cient. All surfaces have been assumed diffuse-gray, because of the
complexity of the radiation phenomena an overall hemispheric
emissivity has been chosen. Values of emissivities and absorption
coefficient have been reported in Table 2.

The fourth-order dependence of the radiative heat flux on tem-
perature suggests that the radiative heat flux is maximum at the
beginning of the process and it suggests that gears placed at the
bottom of the chamber~at higher temperatures! suffer a bigger
radiative heat flux. In other words, the gears exchanging a smaller
convective heat transfer rate exchange a bigger radiative heat
transfer rate~because of higher temperature!, reducing the nonuni-
formity of the quenching process between the gears.

The computational grids have been created using the preproces-
sor GAMBIT 1.3; tetrahedral elements were used. The geometry
of the chamber shows a rotational periodicity of 45 deg, allowing
the reduction of the modeled volume and the reduction of the
calculation time. The typical calculation time of each simulation,
using about 54,000 cells, is 10 hours on a Compaq Alpha XP 900
CPU. Monotonic convergence of the obtained numerical solution
is an essential requirement; moreover, the estimation of the grid-
dependent uncertainty of the computational results has to be per-
formed to assess the ordered discretization error. The Roache
method based on Richardson extrapolation has been used@5# and
@6#. Roache suggests the use of the grid convergence index~GCI!
to obtain an evaluation of the grid induced error. An analogue
analysis has been done considering the time step as a time grid
spacing to investigate the time step-dependence uncertainty.

The GCI index gives a measure of the percentage the computed
value is away from the value of the asymptotic numerical value.
For the present work, three different grid refinement levels have
been considered, as showed in Table 4. Considering three grid
levels, the values for the GCI indexes can be evaluated as follows:

GCI1 – 25
Fsu«1 – 2u

~r 1 – 2
p 21!

with fine and medium grids (1)

GCI2 – 35
Fsu«2 – 3u

~r 2 – 3
p 21!

with coarse and medium grids; where

(2)

Fig. 5 Contours of velocity magnitude for the original configu-
ration †2‡

Table 3 Settings of the numerical simulations

Solver 3D double precision
Numerical Scheme: segregated
Linearization: implicit
Discretization Scheme: Second order upwind
Time: Unsteady
Space: 3D
Turbulence Model Standardk-«
Wall treatment: Standard wall functions
Radiation model Discrete Ordinates~DO!

Table 4 Grids properties

N° 1 2 3

Type Fine Medium Coarse
No. of Cells 372,011 53,703 11,837
No. of Faces 778,565 116,275 26,003
No. of Nodes 84,458 14,458 3411
Cells dim.~mm! 6.25–7.5 12.5–15 25–30
Wall YPlus min. 0 0 0
Wall YPlus max. 621.435 1190.011 1457.43
Cell equiangle
Skew max.

3.96E24 5.216E24 1.05E22

Cell equiangle
Skew max.

0.8317 0.83132 0.9459

Cell equivolume
Skew max.

7.05E27 6.878E27 1.54E24

Cell equivolume
Skew max.

0.8118 0.8182 0.9594
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Fs is a factor of safety and for the comparison of three grids is
equal to 1.25; with

h1,h2,h3 (3)

«n2n115
f n112 f n

f n
(4)

r n2n115
hn11

hn
(5)

p5

ln
f n122 f n11

f n112 f n

ln r
(6)

wherep is the order of convergence;h is the grid spacing; andf is
the value of the solution.

It is important that the solution of the considered grid level is in
the asymptotic range; it happens if the following auditing ratio is
equal to 1. It means that increasing the number of cells does not
change the value of the solutionf.

GCI2 – 3

r p GCI1 – 2

>1 (7)

Using the finest grid, the evaluated value of the solution is

f 5 f 11
f 12 f 2

r 1 – 2
p 21

1GCI1 – 2 percent (8)

For the present work, the volume averaged temperature of the
gear no. 1~Fig. 1! has been chosen as a comparison parameter. In
Fig. 6 such a temperature is plotted as function of time for differ-
ent grid spaces. In detail, f1 curve represents the temperature cal-
culated with the finest grid, f2 curve with the medium grid, and f3
with coarsest one. The curves show a little divergence with in-
creasing time. In Fig. 7 the grid convergence indexes, the order of
convergence and the auditing ratio are reported. It is important to
verify that the auditing ratio is really close to 1. An analogue
observation can be done looking at Fig. 8 and Fig. 9 where the
results as function of the time step are reported. That is, f1 curve
represents the temperature calculated with the smallest time step
~0.5 s!, f2 curve with the medium time step~1 s! and f3 with the
greatest time step~2 s!. Such curves are overlap completely and
the auditing ratio trend in Fig. 9 confirms that the solution is in
asymptotic range.

Fig. 6 Volume average temperature of the gear no. 1 versus
time varying the grid spacing

Fig. 7 Grid convergence indexes, auditing ratio and order of
convergence versus time „grid spacing analysis …

Fig. 8 Volume average temperature of the gear no. 1 versus
time varying the time step

Fig. 9 Grid convergence indexes, auditing ratio and order of
convergence versus time „time step analysis …
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Optimization Methodology
A sensitivity analysis has been performed to assess the influ-

ence of design and operating parameters of the quenching cham-
ber on the performance of the hardening process. In particular,
four design parameters have been selected to set the sensitivity
analysis: the operating pressure inside the quenching chamber
during the first four minutes, the swirl velocity component of inlet
Nitrogen cos vx , the normalized radial restrictionl, and the nor-
malized wall sloped at the inlet section inside the quenching
chamber. Regarding the setting of the inlet velocity, the analysis
has been performed assuming a constant velocity magnitude and
velocity component cos vy , changing cos vx , and calculating the
last component cos vz . In Table 5 the ranges of variation of each
parameter are shown.

A good hardening process needs a high heat transfer rate to
increase the material tenacity and, at the same time, a cooling
homogeneity on the external surfaces to avoid high planarity error.
Three performance indexes have been considered to allow the
comparison between different designs and operating configura-
tions, like a measure of the heat transfer rate, the cooling homo-
geneity ~in terms of homogeneous temperature distribution! be-
tween the surfaces of each gears, the cooling homogeneity
between the gears placed at different location.

Indexes of Performance. Three different performance in-
dexes have been defined; in detail, the first index is a measure of
the average heat transfer rate of the gears, the second index is a
measure of the cooling homogeneity between gears anywhere
placed inside the chamber, the last one is a measure of the cooling
homogeneity between the surfaces of the same gears. The analysis
has been done comparing the results of the gears at the bottom
~gear 01!, in the middle~gear 07!and at the top of the chamber
~gear 13!, so in the following description of the performance in-
dexes, the gear subscript isi ~1,7,13!. Referring to the nodes the
subscriptj is used varying in the interval@1, . . . ,n#. The subscript
indicating time isk and it can assume the following values: 30, 60,
90, 120, 150, 180, 210, 240. In the following equations the defi-
nition of the performance indexes are given:

Ti ,Average,k is the volume average temperature of geari at the
time k ~see Table 6!.

Ti ,Average,k5
( j 51

n Ti , j ,k

n
(9)

Ti ,StaDev,k is the temperature standard deviation of geari at the
time k ~see Table 6!.

Ti ,StaDev,k5A( j 51
n ~Ti , j ,k2Ti ,Average,k!

2

n
(10)

Ti ,CV,k is the coefficient of variation of temperature of geari at the
time k ~see Table 6!.

Ti ,CV,k5
Ti ,StaDev,k

Ti ,Average,k
100 (11)

Table 6 Indexes of performance of the single gear

CONFIGURATION 01

GEAR
No. 1

Time step~s!

30 60 90 120 150 180 210 240

748.4 699.6 659.7 626.5 598.6 574.9 554.6 537.2
Temp.~K! 746.7 697.8 658.0 624.9 597.1 573.5 553.3 536.1

¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯

Average 750.1 710.2 675.6 645.5 619.2 596.1 575.8 558.0
St. Dev. 11.8 15.2 17.4 18.6 19.1 19.1 18.7 18.0 C.V. time

Average
C.V. 1.6 2.1 2.6 2.9 3.1 3.2 3.2 3.2 2.7

Table 7 Indexes of performance of the configuration

CONFIGURATION 01

Time Step~s!

30 60 90 120 150 180 210 240

Temperature averages inside the gears~K!

Gear no. 1 750.1 710.2 675.6 645.5 619.2 596.1 575.8 558.0
Gear no. 7 747.6 705.7 669.5 638.2 611.1 587.5 566.9 549.0
Gear no. 13 688.0 614.4 561.4 523.2 495.3 475.1 460.3 449.5
Average 728.6 676.7 635.5 602.3 575.2 552.9 534.3 518.8 INDEX 1
St. Dev. 35.1 54.1 64.2 68.6 69.3 67.5 64.3 60.2 INDEX 2
C.V. 4.8 8.0 10.1 11.4 12.0 12.2 12.0 11.6 10.3

C.V. coefficients per each gear C.V.
Average

Gear no. 1 1.6 2.1 2.6 2.9 3.1 3.2 3.2 3.2 2.7
Gear no. 7 1.6 2.1 2.4 2.7 2.8 2.9 2.9 2.9 2.5
Gear no. 13 2.8 2.5 2.1 1.7 1.3 1.0 0.8 0.6 1.6

INDEX 3 2.3

Table 5 Variation range of analysis parameters

Parameter Range of variation~four levels!

Operating pressure @1.25 MPa, 2.0 MPa#
cos vx @0,0.61#
cos vy 20.5 ~constant!
cos vz @0.86,0.61#
l @0,0.056#
d @0,0.168#
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Index 1. TAverage,Average,240is the average of the mean tempera-
tures of all gears at the end of the process~240 s! and it is a
measure of the heat transfer rate during the treatment~see Table
7!.

TAverage,Average,2405
( i 51

13 Ti ,Average,240

3
(12)

TDevSta,Average,k is the standard deviation of the average tempera-
tures of all gears at the timek ~see Table 7!.

TDevSta,Average,k5A( i 51
13 ~Ti ,Average,k2TAverage,Average,k!

2

n
(13)

TCV,Average,k is the coefficient of variation of the average tempera-
tures of all gears at the timek and it is a measure of the cooling
homogeneity between the gears at the timek ~see Table 7!.

TCV,Average,k5
TStaDev,Average,k

TAverage,Average,k
100 (14)

Index 2. TCV,Average,Averageis the average in time of the coeffi-
cients of variations of the gears average temperatures and it is a
measure of the cooling homogeneity between gears during the
whole process~see Table 7!.

TCV,Average,Average5
(k530

240 TCV,Average,k

8
(15)

Index 3. TAverage,CV,Averageis the average of the coefficients of
variations of the temperature of each gear at each time and it is a
measure of the cooling homogeneity inside the volume of the gear
through the whole process~see Table 7!.

TAverage,CV,Average5
( i 51

13 (k530
240 Ti ,CV,k

3•8
(16)

For a better understanding of the definitions above, Table 6 and
Table 7 have been used. The definitions of the indexes of optimi-
zation will be given for the first configuration in Table 6, for the
others the definitions have been done analogously. In Table 6 the
temperatures of the nodes~in the table only the temperatures of
the first two nodes are reported, for clarity! of the gear no. 1~at
the bottom!are reported in column for each time step. The tem-
perature average at the bottom of the table represents the tempera-
ture volumetric average of the gear no. 1. The Coefficient of
Variation ~C.V.! is the temperature volumetric average divided by
the standard deviation multiplied by 100~percent!. The C.V. time
average represents an index of cooling homogeneity between the
nodes of the gear no. 1 during the process. Repeating for the gears
no. 7 and no. 13, Table 7 has been obtained. At the top of the table
the row corresponding to the gear no. 1 is the row of the tempera-
ture volumetric average defined in Table 6, for the gears no. 7 and
no. 13 analogously. Now the temperature average for each time
step is the volumetric average between all gears, in particular the

Table 8 Design of experiment table „no radiation …

Operating
pressure
~MPa! cos vx

Mass flow
rate ~kg/s! l d INDEX 01 INDEX 02 INDEX 03

Conf. 01 1.25 0.00 2.22 0.000 0.000 538.2 11.2 2.5
Conf. 02 1.50 0.22 2.66 0.000 0.056 521.4 11.5 2.6
Conf. 03 1.75 0.43 3.10 0.000 0.112 504.3 11.5 2.8
Conf. 04 2.00 0.61 3.54 0.000 0.168 492.1 11.2 3.1
Conf. 05 1.50 0.43 2.66 0.019 0.000 506.4 10.3 2.5
Conf. 06 1.25 0.61 2.22 0.019 0.056 522.3 9.8 2.7
Conf. 07 2.00 0.00 3.54 0.019 0.112 479.9 9.3 2.7
Conf. 08 1.75 0.22 3.10 0.019 0.168 491.6 9.6 2.7
Conf. 09 1.75 0.61 3.10 0.037 0.000 477.0 8.4 2.6
Conf. 10 2.00 0.43 3.54 0.037 0.056 468.3 8.3 2.6
Conf. 11 1.25 0.22 2.22 0.037 0.112 511.2 8.4 2.3
Conf. 12 1.50 0.00 2.66 0.037 0.168 494.0 8.1 2.4
Conf. 13 2.00 0.22 3.54 0.056 0.000 458.2 6.7 2.2
Conf. 14 1.75 0.00 3.10 0.056 0.056 467.7 6.6 2.1
Conf. 15 1.50 0.61 2.66 0.056 0.112 478.8 7.1 2.3
Conf. 16 1.25 0.43 2.22 0.056 0.168 496.6 7.1 2.3

Table 9 Design of experiment table „with radiation model …

Operating
pressure
~MPa! cos vx

Mass flow
rate ~kg/s! l d INDEX 01 INDEX 02 INDEX 03

Conf. 01 1.25 0.00 2.22 0.000 0.000 518.8 10.3 2.3
Conf. 02 1.50 0.22 2.66 0.000 0.056 505.2 10.5 2.4
Conf. 03 1.75 0.43 3.10 0.000 0.112 491.3 10.5 2.6
Conf. 04 2.00 0.61 3.54 0.000 0.168 481.4 10.3 2.9
Conf. 05 1.50 0.43 2.66 0.019 0.000 493.3 9.5 2.3
Conf. 06 1.25 0.61 2.22 0.019 0.056 506.5 9 2.5
Conf. 07 2.00 0.00 3.54 0.019 0.112 471.5 8.7 2.5
Conf. 08 1.75 0.22 3.10 0.019 0.168 481.2 8.9 2.5
Conf. 09 1.75 0.61 3.10 0.037 0.000 469.3 7.8 2.4
Conf. 10 2.00 0.43 3.54 0.037 0.056 462 7.7 2.4
Conf. 11 1.25 0.22 2.22 0.037 0.112 497.7 7.8 2.1
Conf. 12 1.50 0.00 2.66 0.037 0.168 483.5 7.6 2.2
Conf. 13 2.00 0.22 3.54 0.056 0.000 453.6 6.4 2.1
Conf. 14 1.75 0.00 3.10 0.056 0.056 461.7 6.3 2
Conf. 15 1.50 0.61 2.66 0.056 0.112 471.3 6.6 2.1
Conf. 16 1.25 0.43 2.22 0.056 0.168 486.1 6.7 1.9
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value measured at 240 s is an index of the heat exchanged during
all the treatment. In other words, the lower is this value, called
index 1, the faster is the cooling process.

Also C.V. coefficients calculated between the gears are shown
and they represent indexes of cooling homogeneity between the
gears for each time step. The C.V. coefficient time average is the
index 2, representing the cooling homogeneity between the gears
averaged between the time steps. The lower index 2 is, the more
similar are the cooling processes encountered by each of the
gears, independent of their axial position.

At the bottom of the Table 7 the row corresponding to the gear
no. 1 is the row of the C.V. coefficients in Table 6 calculated for
each time step. The C.V. coefficients time average is the index 3,
representing the cooling homogeneity inside a gear averaged be-
tween all gears and in time. The lower the index is, the more
homogeneous is the cooling process of different zones of the same
gear.

Design of Experiment. Using a Design of Experiment~DOE!
methodology the cases to be simulated have been reduced to 16.
In the present investigation the Taguchi method with 4 factors on
4 levels~L16! has been used@7#. If more than one parameter has
to be investigated, the number of possible combinations is the
number of levels, over which each parameter has been discretized,

Fig. 10 Main effects on performance index 1 „heat transfer
rate… versus the design parameters

Fig. 11 Main effects on performance index 2 „cooling homo-
geneity between gears … versus the design parameters

Fig. 12 Main effects on performance index 3 „cooling homo-
geneity inside each gears … versus the design parameters

Fig. 13 Design parameters interaction effects on index 1 „heat
transfer rate …

Fig. 14 Design parameters interaction effects on index 2
„cooling homogeneity between gears …

Fig. 15 Design parameters interaction effects on index 3
„cooling homogeneity inside each gears …
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elevated to the number of parameters. This means that even with
few parameters and few levels~for example, 4 parameters on 4
levels! the number of combinations can be really high~256!. The
DOE gives the possibility to reduce the number of experiments
needed to find the main parameters and to define their influence
by eliminating the combinations not giving any further informa-
tion. Of course, it is important to understand what parameters
have the strongest influence on the phenomena. Neglecting one of
these will invalidate the analysis. In particular, the right range of
variation of each parameter has to be chosen.

In Table 8~no radiation!and Table 9~with radiation!the vari-
ables of DOE analysis~independent parameters! have been listed
in the first five columns~excluding the mass flow rate!. The value
of the mass flow rate corresponding to a particular value of oper-
ating pressure are reported keeping constant the fan characteris-
tics. The values of the calculated indexes of performances show
that the lower are the indexes corresponding to a configuration,
the better is the behavior of that configuration in terms of heat
transfer rate and/or homogeneity. By comparing Tables 8 and 9, a
first important consideration is that all indexes of performance are
lower using the radiation model, in other words the hypothesis to
neglect the radiation model is careful for the analysis. Looking at
the results of the simulations~Table 9!, configurations 13, 14, and
16 seem to be the best ones. In particular, configuration 13 shows
the lowest value of the index 1~heat transfer rate!, configuration
14 shows similar cooling process of all gears~the lowest value of
index 2! and configuration 16 shows the best cooling process in
terms of homogeneity inside each gear~the lowest value of index
3!. Comparing the three configurations it can be seen that the
differences between the values of the indexes 2 and 3 are really
small while index 1 differs by 8°C and 33°C, respectively. The
first analysis suggests that configuration 13 is the best one.

More information can be obtained with the following analysis.
In Fig. 10 the index 1~the minimum temperature after a treatment
of 240 s! is shown as function of the independent parameters. It
can be noted that the independent parametersd and cos vx do not
seem to have any influence on the index, while parametersl andP
show a great influence on the minimum temperature. Each one of
these last parameters contribute about 30 K. In Fig. 13~b!, the
curves describing the interaction betweenl andP are parallel in-
dicating the absence of a contribution due to the interaction. That
is important because it means that operating on both parameters at
the same time, the whole contribution is doubled~about 60 K!.
Besides, looking at the square of the interactionl -d it is clear that
with high values ofl it is better to used lower in order to obtain
the minimum of temperature.

In Fig. 11 the behavior of the index 2~cooling homogeneity
between gears!is shown as a function of the independent param-
eters. This index seems to be independent of the independent pa-
rameters with the exception of the parameterl. In particular, when
parameterl increases, index 2 decreases in accordance with the
index 1. The parallelism of curves in Figs. 14~b!, ~d!, and ~f!
shows that there are no contributions due to the interaction be-
tween parameterl and the others.

Index 3, which indicates the cooling homogeneity inside the
gears, is plotted as a function of the independent parameters in
Fig. 12. The figure shows that the range of variation of index 3 as
a function of the parameters is a maximum with the parameterl.
Furthermore, in Fig. 12~c!, it is shown that increasing the param-
eter l results in a decrease in the value of index 3, which is ben-
eficial. Increases in any of the other independent parameters~P,
cos vx , andd! result in a larger value of index 3~Figs. 12~a!,~b!,
and ~d!!, which is not desirable. Furthermore, for large values of
the parameterl, index 3 becomes relatively insensitive to changes

Table 10 Convective heat flux coefficients „WÕm2 K…

Time Step~s!

Conf. 01 30 60 90 120 150 180 210 240
Gear no. 1 85.94 81.42 77.16 73.06 69.08 65.21 61.94 57.70
Gear no. 7 91.33 86.50 81.85 77.30 72.83 68.44 64.12 59.88
Gear no. 13 212.75 184.80 157.80 132.00 108.10 86.74 68.35 53.02
Conf. 13 30 60 90 120 150 180 210 240
Gear no. 1 185.58 165.12 144.98 125.28 106.46 88.99 73.25 59.47
Gear no. 7 166.85 150.88 165.04 119.35 104.07 89.54 76.05 63.84
Gear no. 13 296.03 238.13 183.05 134.46 94.93 64.95 43.41 28.54

Table 11 ANOVA analysis of the index 1

INDEX 1
Operating

pressure~MPa! cos vx l d Residuals

MAX 518.8 1.25 0.22 0 0.056
MIN 453.6 2 0.61 0.056 0.112

Degrees of Freedom 3 3 3 3
Variance 936.03 3.937 707.737 0.867 0.357

F 2624.38 11.037 1984.31 2.4299
Fisher Test~%! 100 96.04 100 75.75

Table 12 ANOVA analysis of the index 2

INDEX 2
Operating

pressure~MPa! cos vx l d Residuals

MAX 10.81 1.5 0.43 0 0
MIN 6.1375 2 0 0.056 0.168

Degrees of Freedom 3 3 3 3 3
Variance 0.0542 0.094 11.27 0.014 0.0092

F 5.909 10.27 1229.9 1.545
Fisher Test~%! 91.07 95.64 100 63.54
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in value of the other parameters. This is shown in Fig. 15, where
index 3 is relatively constant over the range ofd ~Fig. 15~f!! and
also over the range of cos vx ~Fig. 15~d!! for l 50.056. Since the
dependence of index 3 ond and cos vx is negligible~for largel! or
actually increases slightly asd and cos vx increase~which is un-
desirable!, the analysis suggests setting these parameters to their
minimum values. As for the operating pressure, even though it has
little influence on index 3~Fig. 15~b!! for l 50.056, it has a sig-
nificant effect on index 1. Higher values ofP result in signifi-
cantly lower values of index 1~Fig. 10~a!!, which is very desir-
able. Thus, the analysis suggest settingP to its maximum value.

In Table 10 the convective heat flux coefficients are reported as
function of time and gear for configuration 1~one of the worst!
and configuration 13~one of the best!. The coefficients corre-
sponding to configuration 13 are significantly higher than the oth-
ers and there are high values also for the gears placed at the
bottom of the chamber. It means that these gears suffer a suffi-
ciently fast normalizing process.

Statistical Analysis ANOVA. In the industrial field, the
ANOVA analysis is one of the most important techniques used for
the optimization of processes and systems@9#. An ANOVA statis-
tical analysis allowed the determination of the main dependences
of the indexes defined above. For clarity, the parameters fixed by
the user will be called ‘‘independent parameters,’’ and the param-
eters calculated by the simulations will be called dependent pa-
rameters. The operating pressure and the parameters cos vx , l and
d defined above are the independent ones, while the dependent
parameters are the indexes of performance. Analysis of variance is
a powerful and popular technique for analyzing data, as shown by
DeGroot @8#. The concept of ANOVA is really quite simple: to
compare different sources of variance and make inferences about
their relative sizes. It is fundamental that an experiment is de-
signed properly for the data to be useful. The Analysis of Variance

~ANOVA! is a useful system to check the main influence of a
factor and the eventual contribution due to its interaction with the
others.

In Table 11 the ANOVA analysis of index 1 is shown. For a fast
cooling, index 1 has to be as low as possible, so the minimum
value shows the best set of design parameters to get this single
optimization. In particular, the analysis of sensitivity by a Fisher
test@8,9#, confirms that the parametersl andP have a great influ-
ence~highest values!on index 1 variation. Such a test suggests
that the performance in function of the index 1 can be improved
by varying the parametersl andP and with a smaller contribution
from cos vx . The parameterd seems to have less influence on
index 1. Finally, the optimization of index 1 suggests choosing the
highest values for the parametersl, P, and cos vx . About the pa-
rameter cos vx , a high value increases the swirl at the top of the
chamber creating a helicoidal flow, which can penetrate more eas-
ily between the gears with a better heat exchange.

In Table 12 the ANOVA analysis of index 2 is shown. The best
value is the minimum, for which the cooling process is more
homogeneous between the gears. Fisher coefficients suggest that
parameters 1 and cos vx have more influence on index 2 variation
following by the parameterP. The minimum value of index 2 is
obtained with the highest of value of each parameter with the
exception of cosvx, for which the minimum value is chosen. The
choice of the minimum value of cos vx is confirmed from Fig. 16
and Fig. 17. The figures represent the Nitrogen path lines with the
configurations 4 and 15~see Table 8 and Table 9!. The configura-
tions have the maximum value of cos vx and the minimum and
maximum values of the normalized radial restrictionl, respec-
tively. Both of them show Nitrogen path lines aligned with the
axis at the bottom of the chamber, losing the swirl components of
velocity through the chamber. This effect is more pronounced for
larger values ofl. A high value of cos vx is useless because it only

Fig. 16 Nitrogen path lines with configuration 4 Fig. 17 Nitrogen path lines with configuration 15

Table 13 ANOVA analysis of the index 3

INDEX 3
Operating

pressure~MPa! cos vx l ~mm! d ~mm! Residuals

MAX 2.9 2 0.61 0 0.168
MIN 1.775 1.25 0 0.056 0

Degrees of Freedom 3 3 3 3 3
Variance 0.0617 0.0417 0.212 0.0067 0.0017

F 37 25 127 40
Fisher Test~%! 99.28 98.73 99.88 85.76
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serves to increase the heat transfer rate of the gears at the top of
the chamber, and increases the differences in heat transfer rates for
the gears at the bottom.

In Table 13 there is the ANOVA analysis of index 3. Such an
index is a measure of the cooling homogeneity average inside a
gear, and its best value is the minimum. This value is obtained
with the highest value of the parameterl, a medium value of the
parameterP, and the minimum values of the parametersd an
cos vx . The Fisher test suggests that all of the parameters have a
great influence on the behavior of such a index with the exception
of parameterd.

Finally, the analysis suggests a configuration average of the
configurations optimizing the indexes of performance, with the
values of the parametersl and P close to the maximum and the
parametersd and cos vx close to the minimum~l50.056, d
50.093,P518.3 MPa, cos vx50.2).

Conclusions
A numerical model to simulate the behavior of the quenching

chamber in a hardening machine has been applied to identify the
best design configuration to reduce the planarity defects due to a
too fast and not homogeneous quenching process. A numerical
analysis has been carried out using a design of experiments
method developed with the Taguchi method (l 516). Three in-
dexes of performance have been defined in order to compare the
configurations in terms of heat transfer rate, similar cooling pro-
cesses of the gears placed anywhere inside the chamber, and the
volumetric average of cooling homogeneity inside a gear. Such
analysis allowed the comparison of sixteen different configura-
tions and the following ANOVA analysis characterized the trends
of indexes of performance as functions of the geometrical and
operating independent parameters. In particular, an analysis of
sensitivity has been performed by the Fisher test in order to evalu-
ate what parameters have more influence on the process. The
analysis showed that by operating on the radial restrictionl and
the operating pressureP it is possible to change the performance
of the process significantly. The best configuration has been sug-
gested (l 50.056,d50.093,P518.3 MPa, cos vx50.2).
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Nomenclature

cos vx 5 swirl velocity cosine of inlet Nitrogen flux
D 5 wall slope at the inlet section
f n 5 value of the solution for nth grid
H 5 alumina height

hn 5 grid spacing fornth grid
L 5 section radial restriction
P 5 order of convergence
r 5 grid refinement ratio

BYn 5 nth crossing section of Nitrogen
Fs 5 factor of safety

GCIcoarse 5 grid convergence index for the coarsest
grids

GCIfine 5 grid convergence index for the finest grids
P 5 operating pressure

Ti ,Average,k 5 volume average temperature of gear no.i at
the timek

Ti ,StaDev,k 5 temperature standard deviation of gear no.i
at the timek

Ti ,CV,k 5 coefficient of variation of temperature of
gear no.i at the timek

TAverage,Average,2405 average of the average temperatures of all
gears at the end of the process~240 s!and
it is a measure of the heat transfer rate

TDevSta,Average,k 5 standard deviation of the average tempera-
tures of all gears at the timek

TCV,Average,k 5 coefficient of variation of the average tem-
peratures of all gears at the timek

TCV,Average,Average5 average in time of the coefficients of varia-
tions of the gears average temperatures

TAverage,CV,Average 5 average of the coefficients of variations of
the temperature of each gear at each time

« 5 relative error
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Role of Phonon Dispersion in
Lattice Thermal Conductivity
Modeling
The role of phonon dispersion in the prediction of the thermal conductivity of germanium
between temperatures of 2 K and 1000 K is investigated using the Holland approach. If no
dispersion is assumed, a large, nonphysical discontinuity is found in the transverse pho-
non relaxation time over the entire temperature range. However, this effect is masked in
the final prediction of the thermal conductivity by the use of fitting parameters. As the
treatment of the dispersion is refined, the magnitude of the discontinuity is reduced. At the
same time, discrepancies between the high temperature predictions and experimental data
become apparent, indicating that the assumed heat transfer mechanisms (i.e., the relax-
ation time models) are not sufficient to account for the expected thermal transport. Mo-
lecular dynamics simulations may be the most suitable tool available for addressing this
issue. @DOI: 10.1115/1.1723469#

Keywords: Conduction, Heat Transfer, Modeling, Properties

1 Introduction
The thermal conductivity of dielectric crystals~where phonons

dominate the thermal transport! has been theoretically investi-
gated since the works of Debye@1# and Peierls@2#. The exact or
even numerical prediction of the thermal conductivity is a formi-
dable task. This is due to the complexity of the Boltzmann trans-
port equation~BTE!, which is the basis for most solution tech-
niques. Analytical thermal conductivity models have been
developed based on the single mode relaxation time~SMRT! ap-
proximation in the BTE with different degrees of complexity
@3,4#. In SMRT models, a single relaxation time is associated with
each phonon mode, and describes how that mode would respond
if excited while all others remain at equilibrium. The temperature
and frequency dependencies of the relaxation times are assumed,
and the predictions must be fit to the experimental data.

Callaway@3# developed an SMRT model that can successfully
predict the low temperature thermal conductivity of germanium.
This approach uses the Debye approximation, which assumes that
there is no phonon dispersion and that the longitudinal and trans-
verse polarizations behave identically. Holland@4# extended the
work of Callaway by separating the contributions of longitudinal
acoustic~LA! and transverse acoustic~TA! phonons, including
some phonon dispersion, and using different forms of the relax-
ation times. Better high temperature agreement was found for ger-
manium than with the Callaway model. The Holland model has
been refined to include further detail on the phonon dispersion and
relaxation times@5–7#. The added complexities lead to more fitted
parameters. One could argue that the resulting better fits with the
experimental data are due to this increase in the number of fitted
parameters, and not to an improvement of the actual physical
model.

This study examines the impact of refining the phonon disper-
sion model beyond the Debye approximation for germanium using
an SMRT approach. Consideration is given to the distinction be-
tween the group and phase velocities, their frequency dependen-
cies, and the rigorous treatment of impurity scattering. In the con-
text of the improved dispersion model, some issues with the
Holland relaxation time model are addressed.

2 Thermal Conductivity Model
By solving the BTE and using the Fourier law of conduction,

the thermal conductivity of germanium, assuming an isotropic
crystal, and neglecting the contributions of optical phonons, has
been predicted to be of the form@4#

k5
1

6p2 F E
0

vmL

cv

vg,L

vp,L
2

tLvL
2dvL

12S E
0

v1

cv

vg,T

vp,T
2

tT0vT
2dvT1E

v1

vmT

cv

vg,T

vp,T
2

tTUvT
2dvTD G .

(1)

The first term corresponds to longitudinal~L! phonons, and the
second and third terms to transverse~T! phonons~two degenerate
branches!. Here,cv is the quantum-harmonic specific heat per
normal mode andt is a SMRT. The forms oft are given in@4#.
The upper limits of the first and third integrals are the angular
frequencies of the phonon branches at the edge of the first Bril-
louin zone. For the transverse phonons, the frequencyv1 is that at
the center of the first Brillouin zone. The phonon group velocity,
vg , is defined as]v/]k, wherev is the angular frequency andk is
the wave number. The phonon phase velocity,vp , is defined as
v/k.

3 Phonon Dispersion Models
Experimental results for the phonon dispersion of the acoustic

modes of germanium in the@100#direction, at a temperature of 80
K, are shown in Figs. 1~a! and 1~b! @8#. The horizontal axis is a
dimensionless wave number, which is obtained by normalizing the
wave number against its value at the edge of the first Brillouin
zone, i.e.,k* 5k/km5k/(2p/a). For germanium at a tempera-
ture of 80 K, the value ofa is 5.651 Å@8#. To allow for the use of
Eq. ~1!, which assumes isotropic dispersion, this direction is used
in the subsequent analysis. The temperature dependence of the
dispersion@9# is not considered. The experimental data at a tem-
perature of 80 K are used for all calculations. To assess the im-
portance of accurately modeling the dispersion, five different
models are examined.
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3.1 Debye Model. From experimental data at low frequen-
cies, the phonon frequency is proportional to its wave number
such that

v5v0gk, (2)

where the subscript 0 refers to the low frequency limit, i.e.,k→0,
andv0g is the low frequency limit of the phonon group velocity.
The Debye dispersion model uses Eq.~2! for all frequencies, and
does not distinguish between the LA and TA phonons. Note that in
this casevp5vg , so that in Eq.~1!, vg /vp

2 becomes 1/vg . The
specification ofv0g is somewhat arbitrary. One possibility is@3#

1

v0g
5

1

3 S 1

v0g,L
1

2

v0g,T
D , (3)

wherev0g,L and v0g,T are obtained from the experimental data.
Using that of Nilsson and Nelin@8#, we get 5142 m/s and 3391
m/s for v0g,L andv0g,T , respectively, which give av0g value of
3825 m/s.

3.2 Holland Model. Holland@4# separated the contributions
of LA and TA phonons, and included a partial effect of phonon
dispersion by splitting each branch into two linear segments. The
change in the slope~and thus the phonon velocities! is assumed to
occur at ak* value of 0.5. As taken from the experimental data of
Nilsson and Nelin@8#, the phonon velocitiesv0g,L , v0g,T , v0.5g,L ,
andv0.5g,T are 5142 m/s, 3391 m/s, 4152 m/s, and 678 m/s, where
the subscript 0.5 refers to the segment betweenk* values of 0.5
and 1. Note that the change in slope implies thatvg is not equal to
vp in the second region. This effect was neglected by Holland, but
is included in the current study.

3.3 Sine Function Model. In the sine function model, the
phonon dispersion relation for each polarization is approximated
by that of a linear monatomic chain as@10#

v i5vmi sinS pk i*

2 D , (4)

where the labeli can beL or T ~this notation holds for the rest of
the dispersion models!. The critical drawback of this model is the
nonrealistic behavior at low frequencies~k→0! where the
asymptotic velocities

v0g,i5
]v i

]k i
U

k i→0

5
pvmi

2kmi
(5)

are different from the experimental results. Forv0g,L and v0g,T ,
we obtain 6400 m/s and 2130 m/s, compared to the experimental
values of 5142 m/s and 3391 m/s.

3.4 Tiwari Model. In the Tiwari model@5#, the dispersion is
assumed to be of the form

kL5
vL

v0g,L
~11avL! and kT5

vT

v0g,T
~11bvT

2!, (6)

wherea andb are constants, given in@5#. Note that these equa-
tions satisfy the Brillouin zone boundary conditions

k i~v i50!50 and
]k i

]v i
U

v i50

5
1

v0g,i
. (7)

This model does not show the observed experimental behavior of

]vT

]kT
U

k
T* →1

50 (8)

at the edge of the Brillouin zone, as seen in Fig. 1~b!.

3.5 Present Study. We introduce a new model for the dis-
persion, referred to hereafter as the Brillouin zone boundary con-
dition ~BZBC! model. A quadratic wave number dependence for
LA phonons and a cubic wave number dependence for TA
phonons are used. This model is a modification of the Tiwari
model, in that the boundary conditions given by Eqs.~7! and~8!,
andv i(kmi)5vmi , are applied. The resulting dispersion relations
are

vL5v0g,Lkmk* 1~vmL2v0g,Lkm!k* 2

(9)

vT5v0g,Tkmk* 1~3vmT22v0g,Tkm!k* 2

1~v0g,Tkm22vmT!k* 3.

3.6 Comparison of Dispersion Models. A comparison of
the five dispersion models, along with the experimental data for
germanium@8#, is shown in Figs. 1~a!and 1~b!. For the both the
longitudinal and transverse polarizations, both the Tiwari and
BZBC models match the experimental data reasonably well over
most of the first Brillouin zone. The agreement is not as good for
the transverse polarization abovek* values of 0.7 due to the pla-
teau behavior, which is difficult to fit with a low order polynomial.
The other dispersion curves are unsatisfactory. Of the Tiwari and
BZBC models, the BZBC curve gives the best agreement with the
experimental data. We note than none of these dispersion relations
will be consistent with the experimental phonon density of states
due to the isotropic assumption. Additionally, the integral of the
volumetric density of states will not go to the expected value of
3n, wheren is the volumetric density of unit cells. In order for
this to occur, one would need to set the dispersion with this result
in mind. For these calculations, we are more concerned with
matching the experimental dispersion data.

While the Tiwari and BZBC dispersion curves show some simi-
larities, significant differences become apparent when the quantity
they affect in the thermal conductivity expression,vg /vp

2, is con-
sidered. This is shown in Figs. 2~a! and 2~b!. The deviation is
most significant for the TA phonons near the edge of Brillouin
zone, and will result in an over prediction of the high frequency
contribution to the thermal conductivity by the Tiwari model. This

Fig. 1 Germanium phonon dispersion in the †100‡ direction.
Experimental data †8‡ and five models used in this study for „a…
LA phonons and „b… TA phonons.
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deviation is because the appropriate boundary condition at the
edge of the Brillouin zone~Eq. ~8!! has not been enforced in the
Tiwari model.

3.7 Impurity Scattering. The value of the thermal conduc-
tivity is sensitive to impurities, which include the isotopic content
of an otherwise pure crystal@11#. The impurity relaxation time,
t I , is given by@12,13#

1

t I
5

V0( i f i@12~Mi /M !#2

4pvgvp
2

v4, (10)

whereV0 is the average volume of a unit cell,f i is the fractional
concentration of speciesi, M is the average atomic mass, andMi
is the atomic mass of speciesi. At low frequency, wherevg;vp

;v0g , the relaxation time displays anv24-dependence~i.e., Ray-
leigh scattering!. Due to phonon dispersion, such an assumption
will not be valid at higher frequencies, and will lead to an over-
estimation of the thermal conductivity.

4 Thermal Conductivity Prediction

4.1 Role of Dispersion. The accuracy of the thermal con-
ductivity model described in section 2 depends on the nature of
the phonon dispersion and relaxation time models. To isolate the
effects of dispersion, the relaxation time model used in the subse-
quent calculations is fixed to that of Holland@4#.

In Figs. 3~a! and 3~b!, the effect of including the difference
between the phonon group and phase velocities on the prediction
of the thermal conductivity of germanium is shown. The experi-
mental data are taken from Holland@4#. The predicted values in
Fig. 3 correspond to~i! the Holland model, that is, no distinction
betweenvg and vp and a linear two region treatment,~ii! no
distinction betweenvg and vp , but using the frequency depen-
dence of the group velocity,~iii! different and frequency depen-
dentvg andvp , and~iv! same as~iii!, plus rigorous treatment of
the impurity scattering by distinguishing betweenvg and vp . In

~ii! –~iv!, the velocities are calculated with the BZBC dispersion
model. In ~i!–~iii! the impurity scattering is calculated withvg
5vp5v0g for each polarization.

In Fig. 3~a!, the relaxation time model and fitting parameters
originally obtained by Holland are used. In Fig. 3~b!, the curves
have been refit to the experimental data. From Fig. 3~a!, it is
evident that the fitting parameters are not universal, and strongly
dependent on the dispersion model. Thus, to use the values ob-
tained by Holland, one must also use that dispersion model. How-
ever, as shown in Fig. 3~b!, by refitting the relaxation time param-
eters, excellent agreement with the experimental data can be
obtained in all cases, except when the impurity scattering is ri-
gourously modeled. In this case, the predicted thermal conductiv-
ity becomes lower than the experimental data, especially at high
temperatures. Under the Holland dispersion, the plateau in the TA
dispersion curve is not properly addressed, and the TA phonons
make a significant contribution to the thermal conductivity at high
temperatures. Here, with the proper modeling of the TA phonons,
this contribution is reduced and as such, the role of TA phonons
should be reassessed. The effect is not seen at low temperatures,
where it is the lower frequency phonons that dominate the thermal
transport.

4.2 Role of Relaxation Time Model. The use of a rigorous
model for the phonon dispersion has led to an apparent failure of
the Holland SMRT approach at high temperatures. The explana-
tion for this must lie in the forms of the relaxation times used.
While exact expressions for the relaxation times can be developed
@14#, their evaluation is extremely difficult due to the required
knowledge of the phonon dispersion and three-phonon interac-
tions. Approximate expressions are generally based on low fre-
quency asymptotes@3,4#, and yet are often applied over the entire
temperature and frequency ranges.

Even with the observed disagreement, the importance of mod-
eling the dispersion can still be shown. The Holland relaxation
times are plotted in Fig. 4~a! at a temperatures of 80 K for the four

Fig. 2 v g Õv p
2 for the five dispersion models plotted as a func-

tion of normalized wave number for „a… LA phonons and „b… TA
phonons.

Fig. 3 Effect of refining the treatment of the dispersion on the
prediction of the thermal conductivity of germanium. „a… Based
on the original Holland fitting parameters, and „b… predictions
refit to the experimental data.
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cases shown in Fig. 3~b!. The most striking feature of these results
is the large discontinuity in the TA relaxation time whenk* is
equal to 0.5, where the functional form is assumed to change~see
Eq. ~1!!. As the temperature increases, the size of the discontinuity
increases. For example, at a temperature of 900 K, the disconti-
nuity covers four orders of magnitude. The size of the discontinu-
ity decreases as the treatment of the dispersion is refined. This
suggests that the observed behavior is more realistic. Such discon-
tinuities are also found in other relaxation time models@5,6#. In
theory, one would expect the relaxation time curves to be continu-
ous, and this has been found in molecular dynamics simulations of
the Lennard-Jones face-centered cubic crystal@15#.

The effect of the fitting parameters in the relaxation time model
can also be demonstrated by plotting the cumulative frequency
dependence of the thermal conductivity. This is shown for the
same four cases as Fig. 4~a!in Fig. 4~b!. Note that the thermal
conductivity is normalized against the total value for each case.
As the treatment of the dispersion is refined, the thermal conduc-
tivity curves become smoother.

4.3 Transverse and Longitudinal Phonon Contributions
The relative contributions of LA and TA phonons to the total heat
flow at high temperatures have not been fully resolved. As shown
in Fig. 5~a!, the Holland model predicts that the TA phonons are
the dominant heat carriers at high temperatures, even though they
have lower group velocities than LA phonons. This result was
supported by Hamilton and Parrott@16# using calculations based
on a variational method, which does not involve the SMRT ap-
proximation. Mazumder and Majumdar@17# ascertained that
above 100 K, TA phonons are the primary carriers of energy in

silicon ~which has the same crystal structure as germanium! using
Monte Carlo simulations. However, their calculations were based
on the original Holland relaxation times for silicon, which may
have contributed to this conclusion. Asen-Palmer et al.@7# have
concluded that while the heat flow in germanium above the maxi-
mum is primarily due to TA phonons, the LA Umklapp processes
cannot be ignored~as they are in the Holland formulation!. Ju and
Goodson@18# have suggested that LA phonons are the dominant
heat carriers in silicon near room temperature. Sood and Roy@6#
ascertained that LA phonons dominate heat transport in germa-
nium at high temperatures.

In Fig. 5~b!, the relative contributions of LA and TA phonons to
the thermal conductivity predicted by the BZBC dispersion model
~with refit relaxation time parameters! are shown. Compared to
the results of Fig. 5~a!, the role of TA phonons is quite different
when the dispersion and impurity scattering are rigorously mod-
eled. We find a thermal conductivity of 5.2 W/m-K at a tempera-
ture of 1,000 K, while the experimental value is 17 W/m-K. The
high frequency TA phonons cannot contribute much to the thermal
conductivity of germanium because of their low group velocity,
which appears directly in the thermal conductivity expression, and
also results in a high impurity scattering rate. We note that the
expected electronic contribution to the thermal conductivity of
germanium at a temperature of 1,000 K is 4 W/m-K@19#, which is
not sufficient to explain the predicted discrepancy.

5 Summary
While the Holland approach to phonon thermal conductivity

modeling has been used for more than forty years, some of its
physical features are masked by the necessary use of fitting pa-
rameters. Previous work has thus only shown the qualitative va-
lidity of the SMRT approach. Using molecular dynamics simula-
tions, it has recently been shown that the SMRT approach is also
quantitatively valid for Lennard-Jones crystals, through careful

Fig. 4 „a… Three phonon relaxation times for refit data from
Fig. 3„b… at TÄ80 K. „b… Cumulative frequency dependence of
the thermal conductivity for refit data from Fig. 3 „b… at T
Ä80 K. The thermal conductivity is plotted as a percentage of
the total value for each case. The curves show three distinct
regions. The transition between the first and second regions
takes place at v1 , where the form of the TA relaxation time
changes. The transition between the second and third regions
occurs at vmT , after which there is no contribution from TA
phonons †see Eq. „1…‡.

Fig. 5 Contributions of LA and TA phonon branches to the
thermal conductivity based on „a… Holland dispersion model,
and „b… BZBC dispersion model.
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calculation of the relaxation times, and inclusion of the effects of
temperature on the phonon dispersion@15#. This suggests that the
analytical approach described here is valid, but must include ac-
curate, physical modeling of the phonon dispersion and relaxation
times. In this study, we have addressed the issue of the phonon
dispersion~albeit isotropic, and neglecting any temperature ef-
fects! for germanium, using an existing relaxation time model.

Compared to the standard Debye approach, the rigorous treat-
ment of the phonon dispersion has two effects, namely,~i! the use
of vg /vp

2 in Eq. ~1! instead of 1/vg , and~ii! enhancement of the
impurity scattering rate,t I by using 1/vp

2vg instead of 1/vg
3 in Eq.

~10!. As shown in Fig. 3~b!, the effects of refining the dispersion
are masked by the fitting parameters required in this approach for
all cases except when the impurity scattering is properly modeled.
Through examination of the relaxation times and the cumulative
frequency dependence of the thermal conductivity, as shown in
Figs. 4~a!and 4~b!, the underlying behavior is found to be non-
physical, but improves as the treatment of the dispersion is
refined.

To make up the difference in the experimental and predicted
thermal conductivities, we suggest inclusion of two heat transfer
mechanisms, namely, an optical phonon component@20# and/or an
increased contribution of high frequency LA phonons. The role of
LA phonons has been investigated to some extent in the past, but
not in the context of an accurate dispersion model. We note that
one must be very careful when using and/or formulating relax-
ation time models, as they should be continuous, and not contain
abrupt order of magnitude changes. Molecular dynamics simula-
tions appear to be the most promising source of such relations
@15#.
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Analytical Solution for Fully
Developed Mixed Convection
Between Parallel Vertical Plates
With Heat and Mass Transfer
Exact analytical solutions for fully-developed, steady-state laminar mixed convection with
heat and mass transfer between vertical parallel plates are presented. The thermal bound-
ary conditions are UWT or UHF while the concentration at each wall is assumed to be
uniform but not necessarily the same. The solution for the UWT case depends on a single
parameter which combines the effects of thermal and solutal buoyancy. In the UHF case
it depends on three independent parameters, the ratio of the thermal Grashof number to
the Reynolds number, the ratio of the solutal Grashof number to the Reynolds number, and
the wall heat flux ratio. @DOI: 10.1115/1.1737774#
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Introduction
Heat and mass transfer in mixed convection occurs in many

industrial processes and natural phenomena. It has therefore been
the subject of many detailed, mostly numerical studies for differ-
ent flow configurations@1–3#. In the following we focus on ana-
lytical solutions in the fully developed flow region.

For pure thermal laminar mixed convection, the limiting case of
fully developed flow has been investigated often and the corre-
sponding hydrodynamic and thermal fields have been determined
analytically. Thus, Aung and Worku@4# presented an exact solu-
tion for fully developed mixed convection in a parallel-plate ver-
tical channel and compared it to their numerical results for devel-
oping flow at great distances from the duct entry. In that study the
fluid enters the channel from below with uniform velocity and
temperature while the two plates are kept at different constant
temperatures superior to that of the entering fluid. Therefore, the
fluid near the hot wall is accelerated upwards and, in order to
satisfy the overall mass conservation, the flow near the cool wall
decelerates. For pronounced buoyancy effects, this situation leads
to flow reversal. Hamadah and Wirtz@5# extended this study by
examining different thermal boundary conditions and obtained the
velocity and temperature profiles as well as expressions for the
Nusselt numbers. More recently, a similar study was reported by
Barletta and Zanchini@6#. Particular attention was paid by these
authors to the proper choice of the reference temperature in the
Boussinesq expansion of density and the instability of the pro-
posed analytical solution has been extensively discussed.

In natural convection, Gebhart and Pera@7# reported an analyti-
cal solution for the simultaneous heat and mass transfer problem
along a vertical wall. Temperature and mass fraction of some dif-
fusing species were imposed on the wall and the coupled mass,
momentum, energy and species conservation equations were
solved. The similarity method adopted by these authors made it
possible to obtain solution covering both the developing and the
fully developed flow regions. But, as it is now perfectly estab-
lished, similarity solutions exist only under certain limited condi-
tions. As far as the fully developed flow region is concerned,
Nelson and Wood@8# resolved the governing mass, momentum,
heat and species conservation equations in an inclined channel

subjected to various thermal and solutal boundary conditions. The
solution method was analogous to that adopted in the treatment of
the thermal mixed convection problem@4–6# and an exact solu-
tion was obtained when the uniform wall temperature~UWT! and
concentration~UWC! boundary conditions were considered. In
the case of uniform wall heat and mass fluxes~UH/MF!; however,
the velocity profile was approximated by a symmetric parabola
and the corresponding expressions for the temperature and mass
fraction profiles were calculated.

The aim of the present work is to extend these earlier results to
mixed convection involving simultaneous heat and mass transfer.
We consider laminar steady-state upward flow of a mixture of two
non-reacting components between a two-parallel-plate vertical
channel with asymmetrical thermal and mass fraction conditions
at the walls. Such solutal boundary conditions have been often
used in the literature to model very thin liquid films on solid walls
or transpiring porous walls@1,2#. The thermal boundary condi-
tions are UWT and UHF. Analytical expressions for the fully de-
veloped velocity, temperature and concentration profiles as well as
for the friction coefficients, the Nusselt and Sherwood numbers,
are given. Criteria for the existence of flow reversal are also speci-
fied.

Mathematical Formulation
The flow field and the transfer processes are two-dimensional,

time-independent, and fully developed. The fluid properties are
constant except for the density in the gravity force which is

r5r1@12bT~T2T1!2bM~v2v1!# (1)

Viscous dissipation has been usually neglected in the literature.
Gebhart and Pera@7# as well as Nelson and Wood@8# stated that
this hypothesis is valid for flows of small vertical extent relatively
to the atmospheric scale height. Furthermore, Gebhart and Pera
@7# established that the species diffusion due to temperature gra-
dients~Soret effect!and the diffusion of energy due to concentra-
tion differences~enthalpy interdiffusion and Dufour effects! are
negligible when the concentration of the diffusing species is very
small compared to that of the other species. This is the case when
water vapor diffuses in dry air. Besides, an order of magnitude
analysis in the specific cases under consideration in this paper has
revealed that species flux due to the concentration gradient is at
least 200 times larger than that due to the Soret effect. Similarly,
heat conduction is approximately 100 times larger than enthalpy
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diffusion, 103 larger than the Dufour effect and 107 larger than
viscous dissipation. Consequently, as in all the studies cited
above, all these effects are neglected in this text.

Finally, if the boundary layer assumptions are adopted, the fol-
lowing relations apply in the fully-developed region:
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Thus, the dimensionless momentum equation in the stream-wise
direction is
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with U50 at Y50 andY50.5. As pointed out by Barletta and
Zanchini @6#, this equation is exact in the UWT case but in the
UHF case it is valid only if the axial derivative of the density is
small.

Analogously, because of the first order boundary conditions
(W50 atY50 andW51 atY50.5), the fully developed solutal
conditions imply that
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Therefore, the dimensionless species conservation equation is
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The expressions for the dimensionless temperatureu, the
Grashof number GrT and the energy conservation equation depend
on the thermal boundary conditions. Thus, for isothermal walls
(T2.T1)
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The corresponding boundary conditions are

u~Y50!50, u~Y50.5!51 (7)

Furthermore, for fully developed flow
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The dimensionless energy conservation equation for UWT is then

d2u
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50 (9)

On the other hand, for uniform heat fluxes at the walls (q2
>uq1u with positive values indicating that heat is supplied to the
fluid!
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with the boundary conditions
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and, for thermally developed flow
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The dimensionless energy conservation equation in this second
case is then

d2u

dY2
52S 11
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DU (12)

It should be noted at this point that the entering fluid tempera-
ture (T0) used as reference in Eq.~1! and in the definition ofu by
both Aung and Worku@4# as well as Hamadah and Wirtz@5#
allows comparisons with the numerical solution of the developing
flow problem at great distances from the entry, but is rather bi-
zarre as far as the fully developed flow is concerned. Instead,
Barletta and Zanchini@6# set the reference temperature equal to
the arithmetic mean temperature over the cross section of the duct.
In the present study, we adopt the temperature of the cooler wall
as reference, because it is physically convenient and leads to
simple expressions for the thermal boundary conditions. In par-
ticular, the value of the dimensionless temperature at this wall is
u(Y50)5u150.

Solution for Isothermal Walls. The temperature and mass
fraction profiles are easily obtained by double-integration of Eqs.
~5! and ~9! and application of the appropriate boundary condi-
tions. Thus,

u~Y!52Y (13)

W~Y!52Y (14)

These expressions are then replaced in the momentum equation
which upon integration gives
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The pressure gradient here is unknown and must be evaluated by
the overall mass conservation equation
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which yields
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The velocity profile is therefore given by

U~Y!5
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This equation indicates that the fully developed velocity profile is
independent of the entry conditions and depends only on the com-
bined buoyancy parameter (GrT1GrM)/Re. Moreover, it should
be noted that the forced convection Poiseuille profile is recovered
by simply equating the combined buoyancy parameter to zero in
this expression.

Equation~18! can further be used to calculate mathematically
the conditions of flow reversal. In fact, flow reversal occurs when
the slope of the velocity profile near the cold wall (Y50) be-
comes negative

dU

dYU
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,0 (19)

which translates into

GrT1GrM
Re

.288 (20)

Equations~10! and~11! and the previously obtained velocity pro-
file ~Eq. ~18!! can also be used to derive the following expressions
for the bulk temperature and mass fraction:
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Finally, the temperature~Eq. ~13!!, concentration~Eq. ~14!! and
velocity ~Eq. ~18!! profiles, together with the calculated bulk tem-
perature~Eq. ~21!! and mass fraction~Eq. ~22!!, are used to derive
the following analytical expressions for the friction coefficients
and the heat and mass transfer rates on the two walls:
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Solution for Uniform Heat Fluxes at the Walls. By double-
differentiating the momentum conservation equation~Eq. ~3!!
with respect to the variableY and using the mass fraction profile
~Eq. ~14!! and the energy conservation equation~Eq. ~12!!, one
obtains the fourth order differential equation:
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The parameterj is real sinceq2>uq1u ~i.e., the net heating effect
is positive!. The general solution of Eq.~27!, therefore, leads to
the following velocity profile:

U5C1 exp~jY!cos~jY!1C2 exp~2jY!cos~jY!

1C3 exp~jY!sin~jY!1C4 exp~2jY!sin~jY! (28)

By applying the hydrodynamic~no-slip! boundary conditions at
Y50 andY50.5, two algebraic relations for the four unknown
constantsC1 , C2 , C3 and C4 are obtained. Two more relations
result from the application of the corresponding thermal~imposed
wall heat flux!boundary conditions to the derivative of Eq.~3!
with respect toY. Some typical values of these constants are given
in Table 1.

Once the velocity profile is obtained, the momentum conserva-
tion equation~Eq. ~3!! is applied atY50 whereu5W50 and
yields the pressure gradient

dP

dx
52j2~C32C4! (29)

Equation 3 can finally be used to derive the following expres-
sion for the dimensionless temperature:

u5
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As for the case of isothermally heated walls, the criteria of flow
reversal can be analytically evaluated from the velocity profile
~Eq. ~28!! in terms of variablesC1 , C2 , C3 , andC4 . Thus,

dU

dYU
Y50

,0 implies 2C11C31C4,0 (31)

Analogously, expressions for the bulk temperature and bulk
concentration are calculated from Eqs.~28!, ~30!, and~14!. These
expressions are not as simple as those obtained in the case of
isothermal walls and are not reproduced in this text. The friction
coefficients, Nusselt and Sherwood numbers are given in terms of
the constantsC1 , C3 , andC4 , and the bulk valuesub andWb by
the following expressions:

ReCf 15j~2C11C31C4!

and
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Some typical values of these parameters are presented in the
section ‘‘Results and Discussion’’ of the present paper.

Validation
The model presented here has been successfully validated for

negligible solutal buoyancy (GrM50) by comparison with the
previously published results referred to in the introduction. In the
case of isothermal walls, the analytical solution for velocity and
temperature profiles as well as the axial pressure gradient and the
flow reversal criterion are exactly the same as those obtained by
Aung and Worku@4# if the same nondimensionalization technique
were used. The friction coefficients and Nusselt numbers were not
calculated by these earlier researchers.

In the case of uniform wall heat fluxes without mass transfer,
the formulation adopted is exactly the same as that used by Bar-
letta and Zanchini@6# and the results are identical. The dimension-
less temperature profiles also match perfectly~the two nondimen-
sionalization techniques differ only by a constant! and the Nusselt
numbers~Table 1 of @6#! are exactly reproduced by the present
study.

Table 1 Typical values of constants C1 , C2 , C3 , and C4 as
defined in Eq. 28

GrM /Re5250 andq1 /q2520.5

C152C2 C3 C4

GrT /Re51 177.5086 2137.8252 2214.9714
GrT /Re5500 2.1634 0.4281 26.1325
GrT /Re51000 1.3510 0.6994 25.9501
GrT /Re52000 0.7366 0.7989 26.4187

GrM /Re5250 andq1 /q250.5

C152C2 C3 C4

GrT /Re51 77.8988 254.8365 299.2572
GrT /Re5500 0.5250 0.3876 20.8043
GrT /Re51000 0.1937 0.3323 0.0551
GrT /Re52000 0.0069 0.2293 0.8218

GrM /Re5250 andq1 /q251.0

C152C2 C3 C4

GrT /Re51 62.7733 242.7679 281.1855
GrT /Re5500 0.3202 0.3198 0.3206
GrT /Re51000 0.0836 0.2385 1.3346
GrT /Re52000 20.0294 0.1405 2.3085
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Results and Discussion

Isothermal Walls. In this case the results depend on the value
of only one parameter, the combined buoyancy parameter (GrT
1GrM)/Re. Representative velocity profiles are shown in Fig. 1
for different values of this parameter. For (GrT1GrM)/Re50, the
Poiseuille parabolic profile is recovered. With increasing values of
the combined buoyancy parameter, the flow accelerates near the
hot wall. This phenomenon is accompanied by a flow deceleration
near the cooler wall, and, for values of (GrT1GrM)/Re higher
than the previously established limit value of 288~Eq. ~20!! the
flow reverses its sign. The region of flow reversal becomes larger
as (GrT1GrM)/Re increases but at the centerline the velocity is
never negative. In fact the value of the dimensionless axial com-
ponent of the velocity vector at mid-channel is independent of
(GrT1GrM)/Re. This result which is illustrated in the figure can
be derived directly from the velocity profile~Eq. ~18!!.

Figure 2 illustrates the variation of the friction coefficients with
the combined buoyancy parameter. Starting from the pure forced
convection value of 12, the friction coefficient near the hot wall
increases linearly when the buoyancy parameter increases or,
equivalently, when the flow in that region is accelerated. On the
other hand the friction coefficient near the cooler wall decreases
linearly, becomes negative when the flow direction changes, and
continues to decrease when the combined buoyancy parameter
increases. It is finally worth noting that our Fig. 2 is analogous to
Fig. 3 of @4# when the solutal Grashof number is equal to zero.

The expressions for the bulk temperature~Eq. ~21!! and Nusselt
numbers~Eqs. ~24!! reduce to Eqs.~11a! and ~11b! of Hamadah
and Wirtz@5# when only thermal buoyancy effects are considered.
As pointed out by Aung and Worku@4#, the bulk temperature is
always higher than the cold wall temperature~i.e., Nu1,0) and
can even become higher than that of the hot wall when (GrT

1GrM)/Re.1440. In the latter case, Nu2 is negative even though
heat is supplied to the fluid. Figure 3 shows that the absolute value
of the Nusselt number for the cooler wall diminishes monotoni-
cally when the combined buoyancy parameter increases. On the
other hand, Nu2 initially increases as buoyancy effects become
more important. The occurrence of a fluid bulk temperature equal
to that of the hotter wall gives rise to a discontinuity in Nu2 with
positive infinite values when (GrT1GrM)/Re is very close but
inferior to 1440, and negative infinite values of Nu2 for values of
the buoyancy parameter very close but superior to 1440. The cor-
responding heat fluxes which have very high absolute values oc-
cur from the wall to the fluid when (GrT1GrM)/Re,1440 and in
the opposite direction when (GrT1GrM)/Re.1440. The expres-
sions for the Sherwood numbers~Eqs.~25!! are identical to those
of the Nusselt numbers~Eqs.~24!!. This result is consistent with
the heat and mass transfer analogy and Fig. 3 together with the
corresponding discussion apply for both Sherwood and Nusselt
numbers.

Uniform Wall Heat Fluxes. At this point, it is recalled that
q2>uq1u for the obtained solution to be valid~see Eqs.~27! and
~28!!. However,q1 can be positive~the fluid is then heated from
both walls! or negative~the fluid is cooled from the wall atY
50 and heated from the wall atY50.5.

In this case, the velocity and temperature profiles~Eqs.~28! and
~30!! as well as the dimensionless transfer rates~Eqs. ~32!, ~33!,
and~34!! depend on the values of three parameters: the two buoy-
ancy parameters GrT /Re, GrM /Re, and the wall heat flux ratio
q1 /q2 .

First of all the pure thermal buoyancy effects are investigated.
In Fig. 4(a) the dimensionless velocity profile is plotted for dif-
ferent values of GrT /Re and symmetrical heating conditions
(q1 /q251). Increasing GrT /Re induces flow acceleration near
both walls and consequently flow deceleration in the centerline of
the channel. Eventually this tendency can lead to flow reversal at
the centerline but the corresponding value of GrT /Re is of ques-
tionable physical signification~see discussion by Barletta and
Zanchini @6# on stability!. This tendency to flatten the velocity
profile induces a more homogenous distribution of the tempera-
ture across the channel width~Fig. 4(b)!. The fluid temperature is
always lower than the wall temperatures and, consequently, the
bulk temperature is also lower than the wall temperatures. Both
velocity and temperature profiles are symmetrical whenq1 /q2
51.

For the same symmetrical thermal boundary conditions, Figs.
5(a) and 5(b) indicate that the velocity and temperature profiles
become more and more distorted as solutal buoyancy effects in-
crease. As seen in Fig. 5(a), the flow accelerates near the wall
with the higher mass fractionW and decelerates near the other
wall leading eventually to flow reversal. Recall that the flow re-
versal condition~Eq. ~31!! involves each of the three independent
parameters GrT /Re, GrM /Re, andq1 /q2 while in the isothermal
case~Eq. ~20!! it depended only on the combined buoyancy pa-

Fig. 1 UWT: Representative velocity profiles for different val-
ues of the combined buoyancy parameter „GrT¿GrM…ÕRe

Fig. 2 UWT: Effects of the combined buoyancy parameter
„GrT¿GrM…ÕRe on the friction coefficients

Fig. 3 UWT: Effects of the combined buoyancy parameter
„GrT¿GrM…ÕRe on the Nusselt „or Sherwood… numbers
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rameter. It should also be noted in Fig. 5(a) that the dimension-
less axial velocity at the centerline of the channel is independent
of the value of GrM /Re.

Figure 5~b!shows that the temperature profile slopes on both
walls remain constant in accordance with the imposed thermal
boundary conditions~Eq. ~11!!. As GrM /Re increases, wall 2 be-
comes increasingly cooler relatively to wall 1. This observation
can be explained by the fact that the axial convective heat trans-
port near the right wall becomes more and more important~Fig.
5~a!!. For GrM /Re50, the fluid bulk temperature is much lower
than that of the two walls. As GrM /Re increases it approaches that
of wall 2. Eventually the fluid bulk temperature can exceed that of
wall 2 but is always lower than that of wall 1.

Figures 6~a!and 6~b!illustrate the effects of the wall heat flux
ratio on the velocity and temperature profiles for given values of
the two buoyancy parameters. It is shown that whenq1 /q2 dimin-
ishes, the flow near wall 2 is more and more accelerated and flow
reversal is observed in the vicinity of wall 1. Meanwhile wall 2
becomes increasingly hotter relatively to wall 1 and the tempera-
ture profile approaches a linear distribution. The limiting case of
q1 /q2521 cannot be obtained from Eqs.~28! and~30!. However
in this case Eq.~12! reduces to the energy conservation equation
for the isothermal case~Eq. ~9!! as pointed out by Barletta and
Zanchini @6# for pure thermal convection. Therefore, the solution
for q1 /q2521 depends only on the combined buoyancy param-
eter ~see Figs. 1, 2, 3!. The fluid bulk temperature can be higher
than either or both wall temperatures as pointed out by Aung and
Worku @4# for pure thermal convection.

Figure 7~a! illustrates the influence of the thermal buoyancy
parameter on the friction coefficients of the two walls. The values
of the two friction coefficients become increasingly different as
GrT /Re increases. The difference between Re Cf 1 and Re Cf 2 di-
minishes whenq1 /q2 increases. This influence ofq1 /q2 is more
pronounced when GrT /Re is large and vanishes in the absence of
thermal buoyancy effects.

The effects of the solutal buoyancy parameter on the friction

Fig. 4 UHF: Effects of the thermal buoyancy parameter
GrT ÕRe on „a… the velocity, and „b… the temperature profiles

Fig. 5 UHF: Effects of the solutal buoyancy parameter Gr M ÕRe
on „a… the velocity, and „b… the temperature profiles

Fig. 6 UHF: Effects of the wall heat flux ratio q 1 Õq 2 on „a… the
velocity, and „b… the temperature profiles
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coefficients are shown in Fig. 7~b! for two values of GrT /Re and
q1 /q251. As GrM /Re decreases, the friction coefficient of wall 2
decreases while that of wall 1 increases, consistently with the
velocity profiles of Fig. 5(a). When GrM /Re becomes zero, the
values of the two friction coefficients are identical. Furthermore as
GrT /Re decreases, this unique value also decreases and in the
limit GrT /Re50 it becomes equal to 12 which is the value for
forced convection.

Figure 8 shows the effects of the wall heat flux ratio on the
friction coefficients. The two friction coefficients start far apart
whenq1 /q2 is small and converge towards intermediate values as
q1 /q2 increases. This behavior is easily understandable when Fig.
8 is related to Fig. 6(a) where it was shown that increasingq1 /q2
reduces the distortion in the shape of the velocity profile. Since
GrM /ReÞ0 ~the velocity profile is not symmetrical! the values of
the two friction coefficients atq1 /q251 are not equal.

Figures 9(a), 9(b), and 10 illustrate, respectively, the effects of
the thermal buoyancy parameter, the solutal buoyancy parameter

and the wall heat flux ratio on the Nusselt numbers. As for the
isothermal case, positive Nusselt numbers indicate that the wall
temperature is higher than that of the fluid while negative values
indicate that the fluid bulk temperature is higher than that of the
wall. Specifically, Fig. 9(a) for GrM /Re5250 shows that Nu2
increases with GrT /Re. This increase can be explained by the fact
that ub approachesu2 when thermal buoyancy effects increase
~see Fig. 6!. At low values of GrT /Re, Nu2 increases withq1 /q2 .
Similarly, for the same value of GrM /Re andq1 /q250.5, Nu1 is
positive sinceub,u1 ~Eq. ~33!! and increases with GrT /Re. How-
ever, for q1 /q2520.5, Nu1 is negative and its absolute value
diminishes as GrT /Re increases.

Figure 9(b) indicates that the Nusselt number for wall 1 is
positive and monotonically decreases as GrM /Re increases. This
result can be predicted from Fig. 5(b) which indicates that the
bulk temperature decreases relatively tou1 when GrM /Re in-
creases. On the other hand, the behavior of Nu2 cannot be de-
duced directly from Figs. 5(a) and 5(b) because bothub andu2

Fig. 7 UHF: Effects of „a… the thermal buoyancy parameter
GrT ÕRe, and „b … the solutal buoyancy parameter Gr M ÕRe on the
friction coefficients

Fig. 8 UHF: Effects of the wall heat flux ratio q 1 Õq 2 on the
friction coefficients

Fig. 9 UHF: Effects of „a… the thermal buoyancy parameter
GrT ÕRe, and „b … the solutal buoyancy parameter Gr M ÕRe on the
Nusselt numbers

Fig. 10 UHF: Effects of the wall heat flux ratio q 1 Õq 2 on the
Nusselt numbers
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vary ~accordingly to Eq.~33! the Nusselt number depends on the
difference between these two temperatures! and Fig. 9(b) reveals
that Nu2 may reach a maximum value as GrM /Re increases.

Figure 10 shows that the Nusselt number for wall 2 varies very
little as the wall heat flux ratio increases. Its value remains always
positive consistently with Eq.~33! sinceu2.ub for all values of
q1 /q2 and this combination of buoyancy parameters~see Fig. 6!.
On the other hand Nu1 starts from a negative value whenq1 /q2
520.75 consistently with Eq.~33! becauseub.0 ~see Fig. 6
(b)!. As uq1 /q2u decreases,ub decreases too, and the variation of
the Nusselt number is not easily predictable. However, asub ap-
proaches zero, Nu1 tends to2`. As q1 /q2 increases further,ub
becomes negative, therefore Nu1 is positive. It remains positive
but decreases monotonically withq1 /q2 .

Finally, Figs. 11(a), 11(b), and 12 respectively show the ef-
fects of the thermal buoyancy parameter, the solutal buoyancy
parameter and the wall heat flux ratio on the Sherwood numbers.
Figure 11(a) shows that the Sherwood numbers increase with

GrT /Re. This effect is more important for lower values ofq1 /q2 .
Similarly, Fig. 11(b) indicates that the Sherwood numbers for the
two walls start from the forced convection values and increase
regularly with GrM /Re. As expected this effect is more pro-
nounced for lower values of GrT /Re. Finally, Fig. 12 indicates
that for the given values of GrM /Re and GrT /Re, the wall Sher-
wood numbers decrease when the ratioq1 /q2 increases. This
decrease is more important for larger values of GrT /Re.

The above remarks concerning the effects of the three control-
ling parameters on the solution should not be generalized. For
other combinations of GrT /Re, GrM /Re, andq1 /q2 , the model
should be applied in order to obtain these effects.

Conclusion
The analytical solution for upward, fully developed, laminar,

and time-independent mixed convection heat and mass transfer in
a vertical channel has been derived following an approach for-
merly used by Aung and Worku@4#, Hamadah and Wirtz@5#, and
Barletta and Zanchini@6# for pure thermal mixed convection.
When the solutal buoyancy effects are neglected, the obtained
results are identical to those reported by these researchers for
corresponding conditions. When asymmetrical and uniform tem-
peratures and concentrations are imposed at the walls the solu-
tions depend on the combined buoyancy parameter (GrT
1GrM)/Re. If however the thermal boundary conditions are
changed to UHF the solutions depend on the three independent
parameters: GrT /Re, GrM /Re, andq1 /q2 . In both cases analytical
expressions for velocity, temperature, and mass fraction profiles
are obtained and the conditions of flow reversal are analyzed.
Furthermore, typical friction coefficients, as well as Nusselt and
Sherwood numbers are presented for different values of the con-
trolling parameters. The figures reveal that buoyancy effects sig-
nificantly improve heat and momentum transfer rates near heated
walls.

The solution presented for the UHF case is valid when the net
heating effect is positive but an analogous solution can be ob-
tained for opposing thermal buoyancy forces from Eq.~26!.
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Nomenclature

b 5 channel width@m#
Cf 5 coefficient of friction5t/(0.5ru0

2)
Cp 5 specific heat at constant pressure@J kg21 K21#
D 5 mass diffusivity@m2 s21#

Dh 5 hydraulic diameter52b @m#
g 5 gravitational acceleration@m s22#

GrT 5 thermal Grashof number~as defined by Eqs. 6 and 8!
GrM 5 solutal Grashof number5gbM(v22v1)Dh

3/n2

h 5 coefficient of heat transfer@W m22 K21#
hM 5 coefficient of mass transfer@kg m22 s21#
Nu 5 Nusselt number5hDh /l

p 5 static pressure@Pa#
P 5 dimensionless pressure5(p1rgx)/ru0

2

Re 5 Reynolds number5umDh /n
q 5 imposed wall heat flux@W m22#

Sh 5 Sherwood number5hMDh /D
T 5 temperature@K#

u, v 5 axial and transverse components of velocity vector
@m s21#

U, V 5 dimensionless components of velocity vectorU
5u/u0 andV5vDh /n

W 5 dimensionless mass fraction of diffusing species5(v
2v1)/(v22v1)

Fig. 11 UHF: Effects of „a… the thermal buoyancy parameter
GrT ÕRe, and „b … the solutal buoyancy parameter Gr M ÕRe on the
Sherwood numbers

Fig. 12 UHF: Effects of the wall heat flux ratio q 1 Õq 2 on the
Sherwood numbers
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x, y 5 axial and transverse coordinates@m#
X, Y 5 dimensionless axial and transverse coordinatesX

5x/(Dh Re) andY5y/Dh

Greek Letters

bM 5 solutal expansion coefficient@2#
bT 5 thermal expansion coefficient@K21#

l 5 thermal conductivity@W m21 K21#
n 5 kinematic viscosity@m2 s21#
t 5 wall shear stress@N m22#
r 5 density@kg m23#
u 5 dimensionless temperature~as defined by Eqs. 6 and

8!
v 5 mass fraction of diffusing species@kg of diffusing

species/kg of mixture#

Subscripts

0 5 value at duct entrance (x50)
1 5 value on cold wall (y50)
2 5 value on hot wall (y5b)
b 5 bulk value
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Analysis of Variable Porosity,
Thermal Dispersion, and Local
Thermal Nonequilibrium on Free
Surface Flows Through Porous
Media
Characteristics of momentum and energy transport for free surface flows through porous
media are explored in this study. Effects of variable porosity and an impermeable bound-
ary on the free surface front are analyzed. In addition, effects of thermal dispersion and
local thermal nonequilibrium (LTNE) are also analyzed. Pertinent parameters such as
porosity, Darcy number, inertia parameter, Reynolds number, particle diameter, and solid-
to-fluid conductivity ratio are used to investigate the significance of the above mentioned
effects. Results show that considering the effect of variable porosity is significant only in
the neighborhood of the solid boundary. The range of parameters which enhance the
dispersion and LTNE effects are prescribed. Finally, it is shown that adding the effect of
thermal dispersion to LTNE increases the sensitivity of LTNE between the two phases.
@DOI: 10.1115/1.1723470#
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1 Introduction
Incompressible free surface fluid flow in porous media has been

the subject of many studies in the last few decades because of its
importance in many applications such as geophysics, die filling,
metal processing, agricultural and industrial water distribution, oil
recovery techniques, and injection molding. One of the earliest
studies in this field was performed by Muskat@1# who considered
a one-dimensional Darcy’s flow model to analyze the linear en-
croachment of two fluids in a narrow channel. Recently, an ana-
lytical solution for linear encroachment in two immiscible fluids
in a porous medium was presented in Srinivasan and Vafai@2#.
They obtained a closed form solution, for the temporal free sur-
face fluid front, that accounts for boundary and inertia effects.
Their results show that for higher permeabilities Muskat’s model
underestimates the total time needed for the encroaching fluid to
reach the end of the channel. Furthermore, they show that imple-
menting their analytical solution is essential for cases of low mo-
bility ratios.

Later on, Chen and Vafai@3# investigated the free surface trans-
port through porous media numerically using the Marker and Cell
method. They extended the study of Srinivasan and Vafai@2# to
include free surface energy transport in their investigation. An-
other study performed by Chen and Vafai@4# considered interfa-
cial tension effects on the free surface transport in porous media.
Their results show that surface tension can be neglected for high
Reynolds number flows.

Additional effects such as variable porosity, thermal dispersion
and LTNE have been shown to be quite significant for a number
of practical situations and were not studied in the earlier related
works @1–4#. Vafai @5,6# and Vafai et al.@7# investigated analyti-
cally and experimentally the effect of variable porosity on fluid
flow and heat transfer in porous media. It has been shown that the
channeling effect can be significant at the neighborhood of solid
boundaries. Several other studies considered the effect of thermal
dispersion in porous media such as Amiri and Vafai@8#, Hwang

et al.@9#. It is found that ignoring the effect of thermal dispersion
might lead to inaccurate predictions of heat transfer for some
practical applications. The assumption of local thermal equilib-
rium between the solid and fluid phases is not valid for some
engineering applications where temperature discrepancies exist
between the phases. LTNE in porous media has been investigated
by many researchers such as Lee and Vafai@10#, Quintard and
Whitaker @11# and Quintard et al.@12#. Quintard and Whitaker
@13# analyzed the mass flux boundary condition at a moving fluid-
fluid interface. Their analysis suggests a mass jump condition for
a singular surface at the moving boundary which depends on the
concentration at the interface. Recently, the same authors@14#
have considered the problem of dissolution of an immobile phase
caused by mass transfer to a second phase which generates a
moving free surface between the two phases. In@13,14#, a general
shape of the free surface front is used in the analysis to derive the
volume averaged governing equations and boundary conditions.
However, it is practically reasonable to assume a flat free surface
at the interface of the two phases. Therefore, the main objective of
this study is to investigate the effects of variable porosity, thermal
dispersion and LTNE on the free surface fluid flow and heat trans-
fer through porous media.

2 Analysis
Geometry and Physical properties are chosen to be similar to

those given in previous related studies@2,3# for the purpose of
comparison. Description of the system under consideration is
shown in Fig. 1. The volume-averaged governing equations are
given as@15# follows:

Continuity Equation.

¹•^V&50 (1)

Momentum Equation.

r f

«
^~V¹!V&52

m f

K
^V&2

r fF«

AK
@^V&^V&#J1

m f

«
¹2^V&2¹^P& f

(2)
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Fluid Phase and Solid Phase Energy Equations†8‡.

^r f&
fcf^V&¹^Tf&

f5¹~kf eff¹^Tf&
f !1hs fas f~^Ts&

s2^Tf&
f !

(3)

05¹~ks eff¹^Ts&
s!2hs fas f~^Ts&

s2^Tf&
f ! (4)

The fluid-to-solid heat transfer coefficient and the specific surface
area are expressed as@8#

hs f5
kf

dp
F211.1Pr1/3S r fudp

m f
D 0.6G (5)

as f5
6~12«!

dp
(6)

Effective conductivities of both phases are defined as

kf eff5«kf (7)

ks eff5~12«!ks (8)

When effects of thermal dispersion are present, axial and lateral
effective conductivities of the fluid phase can be represented, re-
spectively, as@8#

~kf eff!x5F«10.5PrS r fudp

m D Gkf (9)

~kf eff!y5F«10.1PrS r fudp

m D Gkf (10)

Furthermore, when variation of porosity near the impermeable
boundaries is present, porosity, permeability and the geometric
function F may be expressed as@5,6#

«5«`F11b expS 2cy

dp
D G (11)

K5
«3dp

2

150~12«!
(12)

Fig. 1 Schematic diagram of the free surface front and the
corresponding coordinate system

Fig. 2 Comparison between the present results and the nu-
merical results in Chen and Vafai †3‡: „a… temporal free surface
distribution using constant Darcy number; and „b… temperature
contours for Re kÄ5.72Ã10À4, DaÄ1.0Ã10À6 at tÄ0.5 s

Fig. 3 Progress of the interfacial front for „a… constant poros-
ity category with Da Ä1.0Ã10À6, «Ä0.8, LÄ10.0, and ReÄ100;
and „b… variable porosity category with «`Ä0.45, bÄ0.98, c
Ä2.0, ReÄ100, and d P ÕHÄ0.05
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F5
1.75

A150«3
(13)

Results are presented in terms of the average Nusselt numbers
(Nuf andNus). Local Nusselt numbers for both phases are@8#

Nuf52
4H

^Tf&w
f 2^Tf&m

f S ]^Tf&
f

]y D
y50

(14)

Nus52
4H

^Ts&w
s 2^Ts&m

s S ]^Ts&
s

]y D
y50

(15)

where^Tf&m
f and ^Ts&m

s are the volume averaged mean fluid and
solid temperatures, respectively.

As mentioned earlier, boundary and initial conditions are taken
exactly similar to previous studies@2,3#.

Initial Condition.

At t50, u5v50, and T5T` (16)

Boundary Conditions.

At x50, p5pe , v50, T5Te (17)

At x5x0 , p5p` ,
]u

]x
50, 2keff

]T

]x
5h~T2T`!

(18)

At y50,2H, u5v50, T5Tw (19)

It is possible to compare the present numerical results to the
modified analytical solution given in@3#. The modified analytical
solution in @3# is presented in terms of the driven fluid physical
properties. However, it is more appropriate to express the solution
in terms of the encroaching fluid physical properties. Also, in
order to compare the numerical results to the analytical results it is
assumed that the viscosity of the driven fluid is smaller for this
comparison than the viscosity of the encroaching fluid. As such
the modified analytical solution is re-written in a simpler form

x0

L
5

2v1AFv1~12v!S xi

L D G2

1~12v!
2K2Dp

«m2L2
t

~12v!
(20)

The above equation, Eq.~20!, is only a rearranged format of the
solution given in@3# and the new mobility ratio~v! is the inverse
of the one defined in@3#. The present mobility ratio, which is
assumed to have a very small value, is defined as

v5
m1

m2
(21)

Based on the appearance of Eq.~20!, we also define a dimension-
less time~t! as

t5gt (22)

where

Fig. 4 Effect of Darcy number for the constant porosity cat-
egory using LÄ10.0, ReÄ100 and «Ä0.8 on „a… the temporal
free surface front; and „b… the total time to reach the channel
exit „tmax…

Fig. 5 Effect of Inertia parameter for the constant porosity cat-
egory using «Ä0.8, DaÄ1.0Ã10À6 and ReÄ100: „a… On the tem-
poral free surface front; and „b… On the total time to reach the
channel exit „tmax…
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g5
2K2Dp

«m2L2
(23)

In the above equation, the pressure difference is calculated ac-
cording to the relation given in Vafai and Kim@16#. Permeability
is related to the Darcy number for the constant porosity category
while it can be calculated using Eq.~12! for the variable porosity
category. Water is considered as the encroaching fluid in the
present study.

3 Numerical Solution
Variable grids in they-direction and constant grids in the

x-direction were implemented in the prediction of the flow and
temperature fields. Mesh refinements in the vicinity of the free
surface front were also applied. This procedure is called interface
capturing technique~ICT!. It is similar to the one given in Sharif
and Wiberg@17#. However, the finite difference method is used in
the present study instead of the finite element method used in@17#.
ICT eliminates the need for interpolations and extrapolations in
the process of predicting the velocity and temperature fields. Since
all the nodes coincide with the free surface, the two coupled en-
ergy equations are solved using the alternating direction implicit
~ADI! method. An iterative solution is required since the two en-
ergy equations are coupled.

The requirement that the variation of velocity and temperature
distributions is less than 1026 between any two consecutive itera-
tions is employed as the criterion for convergence. Numerical ex-

periments were performed to assure grid independent results. A
grid size of 2013501 was found to provide grid independent re-
sults. Due to the presence of symmetry and in order to save a
considerable amount of CPU time, numerical computations were
performed for the lower half of the physical domain.

In order to verify the accuracy of the present numerical results,
comparisons with previous analytical and numerical results are
presented in Fig. 2. Figure 2~a! shows comparison between the
present numerical results and the modified analytical solution, us-
ing a mobility ratio value of zero~v50!, for the free surface front
position. Inputs used to generate Fig. 2~a! were taken to be the
same as the ones given in~Fig. 4 of Chen and Vafai@3#!. The same
is done in Fig. 2~b!which displays the comparison between the
current numerical temperature distributions and previous corre-
sponding results in Chen and Vafai@3#. Excellent agreement is
found between the present numerical results and results given in
Chen and Vafai@3#. Note that the analytical solution given in@2#
has been revised by Vafai and Alazmi@18#. They identified some
typos in the analytical solution@2# and formulated a modified
accurate analytical solution for the problem of linear encroach-
ment in two immiscible fluid systems in a porous medium.

Numerical accuracy for results of velocity, temperature and the
average Nusselt number~Nu! was assessed by varying the con-
vergence criteria and the mesh size of the computational domain.
Changing the convergence criterion from the utilized value of
1026 to 1028 always results in a deviation less than 0.5%, 0.2%
and 0.1% in velocity, temperature and Nu results respectively. On
the other hand, mesh refinements of 40131001 are found to cause

Fig. 6 Effect of Reynolds number for the constant porosity
category using «Ä0.8, DaÄ1.0Ã10À6 and LÄ10.0: „a… the tem-
poral free surface front; and „b… the total time to reach the chan-
nel exit „tmax…

Fig. 7 Effect of Reynolds number for the variable porosity cat-
egory using «`Ä0.45, bÄ0.98, cÄ2.0, and d P ÕHÄ0.05 on „a…
the temporal free surface front; and „b… the total time to reach
the channel exit „tmax…
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the results of velocity, temperature and Nu to deviate from those
of the utilized mesh size of 2013501 by less than 0.8%, 0.3%,
and 0.2%, respectively.

4 Results and Discussion
To show the effect of utilizing the constant porosity assump-

tion, results for both constant and variable porosity will be dis-
cussed here. Figure 3~a!shows the progress of the interfacial front
using constant porosity as a function of time while Fig. 3~b!
shows the same using variable porosity. For both cases the flow is
assumed to have the same initial position. However, the develop-
ment of the variable porosity flow is different than the one using
constant porosity. It is evident that the effect of variable porosity,
which is the case for a number of engineering applications, is
more prominent in the neighborhood of the solid boundary. This
phenomenon is called the channeling effect which was discussed
in detail in @5–6# and will not be discussed here. Our goal here is
to analyze the effects of pertinent parameters such as porosity,
Darcy number and Reynolds number on the residence time,tmax,
for the encroaching fluid under both constant and variable poros-
ity conditions.

4.1 Constant Porosity. For the constant porosity category,
the reference value of dimensionless timet is based on the choice
of intermediate values for the pertinent parameters. These refer-
ence values are 0.8 for the porosity, 1026 for the Darcy number,
100 for the Reynolds number and 10 for the inertia parameter. For
a wide range of Darcy number values, 10210 to 1026 in the

present study, it is found that the requiredtmax to reach the end of
the channel is almost the same. However, higher Darcy numbers
allow the fluid to reach the end of the channel in a shorter time as
shown in Fig. 4. Effect of inertia parameter~L! on the temporal
free surface front location is displayed in Fig. 5. It is found that
the inertia parameter has less influence on the results when other
parameters are fixed. The inertia parameter andtmax show an in-
versely linear proportional relation as shown in Fig. 5~b!. As ex-
pected, Reynolds number has the most significant effect on the
progress of the free surface front. Its effect is shown in Fig. 6
where higher Reynolds numbers require significantly shorter time
for the fluid to reach the end of the channel.

Fig. 8 Effect of particle diameter for the variable porosity cat-
egory using «`Ä0.45, bÄ0.98, cÄ2.0, and ReÄ100 on „a… the
temporal free surface front; and „b… the total time to reach the
channel exit „tmax…

Fig. 9 Temporal dimensionless temperature profiles including
thermal dispersion effects, «Ä0.8, DaÄ10À6, ReÄ100, LÄ10,
kÄ15.0, and d P ÕHÄ0.05: „a… tÄ0.25, „b… tÄ0.5, and „c… tÄtmax
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4.2 Variable Porosity. For the variable porosity category,
the reference value of dimensionless timet is also based on the
choice of intermediate values for the pertinent parameters. These
reference values are 0.45 for the free stream porosity, 100 for the
Reynolds number, and 0.05 for ratio of particle diameter to chan-
nel height. As mentioned earlier, permeability, Darcy number, the
geometric function~F! and pressure gradient depend on the choice
of the pertinent parameters for the variable porosity category. It is
found that parameters~b! and ~c! in Eq. ~11! affect the velocity

profile but have insignificant effect on the location of the free
surface front. Typical values for parameters~b! and ~c! are as-
sumed based on a previous study@5#.

Results of the effect of the Reynolds number in Fig. 7 for the
variable porosity category and for the constant porosity category
given in Fig. 6 reveal that the general behavior of the relation
between the free surface position and Reynolds number is not
affected by introducing the effect of variable porosity. Particle
diameter appears in the expressions for the variable porosity~Eq.
11! and the permeability expression~Eq. 12!. It is found that

Fig. 10 Temporal dimensionless temperature profiles exclud-
ing thermal dispersion effects, «Ä0.8, DaÄ10À6, ReÄ100,
LÄ10, kÄ15.0, and d P ÕHÄ0.05: „a… tÄ0.25, „b… tÄ0.5, and „c…
tÄtmax

Fig. 11 Effect of porosity for the thermal dispersion category
using DaÄ 10À6, ReÄ100, LÄ10, kÄ15.0, and d P ÕHÄ0.05 on „a…
dimensionless temperature profiles using «Ä0.7, „b… dimen-
sionless temperature profiles using «Ä0.9, and „c… total Nusselt
number

394 Õ Vol. 126, JUNE 2004 Transactions of the ASME

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



changing the particle diameter has an insignificant effect on the
results. However, the influence of changing the particle diameter
on the permeability is more significant. Particle diameter affects
the value of Darcy number through the definition of permeability.
Therefore, it is reasonable to compare the results of Fig. 8 for the
particle diameter and the ones in Fig. 4 for the effects of variations
in the Darcy number. The effect of Darcy number in Fig. 4 for the
constant porosity category is more pronounced than the effect of
variations in the particle diameter given in Fig. 8 for the variable
porosity category.

4.3 Thermal Dispersion. The effect of thermal dispersion
on the thermal characteristics of the free surface are analyzed in
this section. Thermal equilibrium between the two phases is as-
sumed. Introducing the effect of thermal dispersion in the energy
equation in general favors conduction over convection. In other
words, supplementing dispersion effects to the energy equation
gives thermal conduction more dominance. This can be seen by
comparing the temporal dimensionless temperature profiles in
Figs. 9 and 10. Figure 9 illustrates the development of the tem-
perature field with time with thermal dispersion effects included

Fig. 12 Effect of Darcy number for the thermal dispersion cat-
egory using «Ä0.8, ReÄ100, LÄ10, kÄ15.0, and d P ÕHÄ0.05 on
„a… dimensionless temperature profiles using Da Ä10À4, „b… di-
mensionless temperature profiles using Da Ä10À8, and „c… total
Nusselt number

Fig. 13 Effect of Reynolds number for the thermal dispersion
category using «Ä0.8 DaÄ10À6, LÄ10, kÄ15.0, and d P ÕH
Ä0.05 on „a… dimensionless temperature profiles using Re Ä50,
„b… dimensionless temperature profiles using Re Ä150, and „c…
total Nusselt number

Journal of Heat Transfer JUNE 2004, Vol. 126 Õ 395

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



while Fig. 10 shows the same with thermal dispersion effects ex-
cluded while all other input parameters are kept the same. It is
found that the total time taken to reach the end of the channel is
the same for both cases.

Temperature contours and average Nusselt number curves for
different values of porosity are shown in Fig. 11. It can be seen
that higher porosity allows further thermal penetration of the en-
croaching fluid into the channel. Also, higher porosities result in
higher Nusselt numbers as shown in Fig. 11~c!. In addition, the
difference between the two Nusselt numbers~with and without

dispersion!widens as porosity increases. Therefore, effect of ther-
mal dispersion becomes more pronounced at higher porosities.

Temperature contours for relatively small and larger Darcy
numbers are quite similar as seen in Figs. 12~a! and 12~b!. Overall
heat transfer characteristics are almost unaffected. The two Nus-
selt numbers, with and without the effect of dispersion, are almost
the same for different Darcy numbers as shown in Fig. 12~c!.
However, both curves show a slight decrease as Da increases
while keeping the same difference. Therefore, effect of Darcy
number with the presence of thermal dispersion is relatively in-

Fig. 14 Effect of particle diameter for the thermal dispersion
category using «Ä0.8 DaÄ10À6, ReÄ100, LÄ10, and kÄ15.0 on
„a… dimensionless temperature profiles using d P ÕHÄ0.01, „b…
dimensionless temperature profiles using d P ÕHÄ0.1, and „c…
total Nusselt number

Fig. 15 Effect of solid-to-fluid thermal conductivity ratio, k, for
the thermal dispersion category using «Ä0.8 DaÄ10À6, Re
Ä100, LÄ10, and d P ÕHÄ0.05 on „a… dimensionless temperature
profiles using kÄ5.0, „b… dimensionless temperature profiles
using kÄ30.0, and „c… total Nusselt number
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significant. Inertial parameter variation were also found to have an
insignificant effect on the temperature distributions.

Effect of Reynolds number with the presence of thermal disper-
sion on temperature contours is shown in Figs. 13~a! and 13~b!.
As expected, heat transfer by convection is more dominant at
higher Reynolds numbers. Reynolds number influence, with and
without the presence of thermal dispersion, on the Nusselt number
is depicted in Fig. 13~c!. As can be seen the effect of thermal
dispersion is relatively insignificant at very small Reynolds num-
bers. However, as Reynolds number increases, the effect of ther-
mal dispersion becomes more pronounced. Figure 14 reveals that
it is only important to account for the thermal dispersion effects
for larger values of dp.

Figures 15~a!and 15~b!present effect of solid-to-fluid conduc-
tivity ratio on temperature profiles when thermal dispersion effect
is included. As can be seen in Fig. 15 temperature contours un-
dergo a drastic change as this ratio changes. In Fig. 15~a! where a
relatively smaller conductivity ratio is considered, the convective
mode is more dominant since the effective conductivity is rela-
tively smaller. As can be seen in Fig. 15~c!, neglecting the thermal
dispersion effect is a reasonable assumption only for relatively
high conductivity ratios.

4.4 Local Thermal Nonequilibrium. In previous sections,
local thermal equilibrium~LTE! between the solid and fluid
phases was assumed. Figure 16 displays dimensionless tempera-
ture contours, under LTNE conditions while accounting for ther-
mal dispersion. It is noted that temperatures of both phases are
almost indistinguishable when moderate pertinent input param-

eters are used. When limiting input parameters are used as in Fig.
17, temperature difference between the two phases becomes more
pronounced.

Effect of porosity variations on the average Nusselt numbers on
LTNE is shown in Fig. 18. Figure 18~a! shows this effect while
neglecting thermal dispersion. As can be seen the relatively small
difference between the two Nusselt numbers remains constant as
porosity changes. This is not the case when thermal dispersion
effect is accounted for as demonstrated in Fig. 18~b!. It is worth
noting that the solid phase Nusselt number is almost the same
with and without the effect of thermal dispersion.

Figure 19 shows the effect of Darcy number on the LTNE. For
higher Darcy numbers, the two phases tend to reach thermal equi-
librium as their Nusselt numbers intersect. Involvement of thermal
dispersion enhances the effect of LTNE between the two phases as
shown in Fig. 19~b!. The inertia parameter effect is not significant
on the Nusselt numbers as shown in Fig. 20, however, thermal
dispersion widens the difference between the two Nusselt num-
bers as the inertia parameter changes. Once again, the solid phase
Nusselt numbers are almost the same regardless of the presence or
absence of thermal dispersion effects.

Increasing the Reynolds number increases the LTNE between
the two phases with and without the effect of thermal dispersion.
The involvement of thermal dispersion increases the sensitivity of
LTNE to Reynolds number. The relation between the Nusselt
numbers and Reynolds number remains linear for all cases even
with the assumption of LTE as in Fig. 13. Particle diameter varia-
tions with and without the presence of thermal dispersion do not
affect significantly the solid phase Nusselt numbers. However,

Fig. 16 Dimensionless temperature profiles for the LTNE cat-
egory using «Ä0.8, DaÄ10À6, ReÄ100, LÄ10, kÄ15.0, and
d P ÕHÄ0.05: „a… fluid phase; and „b… solid phase

Fig. 17 Dimensionless temperature profiles for the LTNE cat-
egory using «Ä0.9, DaÄ10À8, ReÄ200, LÄ100, kÄ5.0, and
d P ÕHÄ0.1: „a… fluid phase; and „b… solid phase
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fluid phase Nusselt numbers increase as the value of particle di-
ameter increases. Again, including thermal dispersion effects in-
creases the response of the fluid phase Nusselt number to the
changes in the particle diameter.

When thermal dispersion is not included, higher solid-fluid con-
ductivity ratios cause a slight increase in the difference between
the two Nusselt numbers. On the other hand, the difference be-
tween the two Nusselt numbers is almost constant when thermal
dispersion effect is considered. It is worth noting that all Nusselt
numbers decrease as the solid-to-fluid conductivity ratio increases
for the same reasons discussed in the previous section.

5 Conclusions
A comprehensive analysis of variable porosity, thermal disper-

sion and local thermal nonequilibrium on free surface transport
through porous media is presented in this study. Effects of perti-
nent parameters such as porosity of the porous medium, Darcy
number, Inertia parameter, Reynolds number, particle diameter
and solid-to-fluid conductivity ratio, on the momentum and ther-
mal transport are analyzed and discussed. It is found that variable
porosity effects can be quite substantial in the neighborhood of the
solid boundaries. It is also shown that the thermal dispersion has a
substantial effect on the thermal transport process. LTNE between
the two phases is found to be more pronounced when thermal
dispersion effect is included. Changes in porosity, Darcy number,
Reynolds number and particle diameter on free surface transport
are characterized and quantified. Therefore, ignoring these effects
can lead to inaccurate estimations of the free surface problem.

Nomenclature

as f 5 specific surface area of the packed bed,@m21#
b, c 5 porosity variation parameters, Eq.~11!

cp 5 specific heat at constant pressure,@J kg21 K21#
dp 5 particle diameter@m#
Da 5 Darcy number, K/H2

F 5 geometric function defined in Eq.~13!
hs f 5 fluid-to-solid heat transfer coefficient,@W m22 K21#
H 5 half the height of the channel,@m#
J 5 unit vector aligned along the pore velocity
k 5 thermal conductivity,@W m21 K21#
K 5 permeability@m2#
L 5 length of the channel,@m#

Nu 5 local Nusselt number
Nu 5 average Nusselt number

P 5 pressure,@N/m2#
Pr 5 Prandtl number,m cP f /kf

Re 5 Reynolds number,u`H/n f

ReK 5 particle Reynolds number,ucK
1/2/n

T 5 temperature,@K#
u 5 velocity in x-direction,@m s21#

x0 5 free surface front location,@m#
x, y 5 Cartesian coordinates,@m#

X, Y 5 non-dimensional coordinates,x/H andy/H

Fig. 18 Effect of porosity on average Nusselt numbers for the
LTNE category, DaÄ 10À6, ReÄ100, LÄ10, kÄ15.0, and d P ÕH
Ä0.05: „a… excluding thermal dispersion effects; and „b… includ-
ing thermal dispersion effects

Fig. 19 Effect of Darcy number on average Nusselt numbers
for the LTNE category, «Ä0.8, ReÄ100, LÄ10, kÄ15.0, and
d P ÕHÄ0.05: „a… excluding thermal dispersion effects; and „b…
including thermal dispersion effects
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Greek Symbols

a 5 thermal diffusivity,@m2 s21#
« 5 porosity
g 5 parameter
k 5 solid-to-fluid thermal conductivity ratio,ks /kf
L 5 Inertia parameter,«3/2Fù H/n f
m 5 kinematics Viscosity,@kg m21 s21#
n 5 dynamic viscosity,@m2 s21#
u 5 dimensionless temperature,@(Tw2T)/(Tw2Te)#
r 5 density,@kg m23#
t 5 dimensionless time, Eq.~22!

Subscripts

c 5 convective component
e 5 inlet

eff 5 effective property
f 5 fluid

m 5 mean
max 5 maximum

s 5 solid
w 5 wall
` 5 free stream

Other Symbols

^ & 5 ‘‘local volume average’’ of a quantity
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Estimation of Average and Local
Heat Transfer in Parallel Plates
and Circular Ducts Filled With
Porous Materials
Accurate estimation of heat transfer to a fluid passing through a porous medium located
between impermeable walls is of practical interest. Generally, the numerical computation
of heat transfer to porous media can become time consuming and correlations are needed
to enable practitioners to determine this quantity rapidly. In this paper, correlations for
two cases are considered: one when porous materials are between two parallel plates and
the other when they are within a circular pipe. This presentation includes correlations for
both local and average heat transfer coefficients in these two passages for incompressible
laminar flow. These correlations require knowledge of local and average heat transfer for
unobstructed fluid flowing through these passages with sufficient accuracy. Because ex-
isting correlations lack sufficient accuracy, this presentation includes an appendix that
emphasizes correlations for heat transfer to fluids passing through unobstructed parallel
plate channels and also for circular pipes.@DOI: 10.1115/1.1735769#

Keywords: Channel Flow, Entrance, Flow, Forced Convection, Heat Transfer, Laminar,
Porous Media

Introduction
A study of flow in porous passages is of interest in the heat

transfer community. The fundamentals of flow in porous media
are well documented by Nield and Bejan@1#, Kaviany @2#, and
Vafai @3#. The solution for heat transfer in developing sections of
porous plate channels and circular tubes is available in the litera-
ture. The solutions to these types of problems are numerically
tedious. This paper reports simple approximate relations that per-
mit quick but approximate results. Studies of developing tempera-
ture fields in parallel plate channels and circular ducts are in Nield
et al.@4#. These references are valuable in the development of the
exact series solution presented here.

This work concerns the computation of heat transfer for incom-
pressible laminar flow passing through parallel plate channels and
circular ducts, each having constant wall temperatures and filled
with saturated porous materials. Furthermore, it is assumed that
the effect of frictional heating and axial heat conduction is negli-
gible, the porous materials are saturated, and the thermophysical
properties have constant values.

The exact series solution requires the computation of a set of
eigenvalues and the numerical computation of certain eigenvalues
can become a formidable task. In practice, it may not be possible
to compute a large number of eigenvalues with relative ease. To
verify the accuracy of the series solution, the use of an alternative
method of analysis becomes necessary. The closed-form solution
that uses the method of weighted residuals is selected@5#. This
latter method of solution provides comparable accuracy over an
extended range of variables. For a finite number of eigenvalues,
the method of weighted residuals provides results with compa-
rable accuracy at larger values of the axial coordinate@6#. Because
it is based on variational calculus and the minimization principle,
it yields significantly higher accuracy than the exact solution near
the thermal entrance region with the same number of eigenvalues.
In addition, standard-computing packages can produce all eigen-

values with ease instead of getting them one at a time. This tech-
nique facilitates the extension of the series solution further toward
the thermal entrance point.

Working Relations
Heat transfer to a fully developed flow through a porous media

confined within an impermeable wall is of interest in this study.
This paper considers heat transfer in parallel plate channels, Fig.
1~a!, and circular pipes, Fig. 1~b!, in the absence of volumetric
heat source, and axial heat conduction. The Brinkman momentum
equation for a fully developed flow is

me¹
2u2

m

K
u2

]p

]x
50 (1)

Here, a fluid flows in the direction ofx and the Laplace operator
takes different forms depending on the shape of the passages. The
energy equation in its reduced form is

u
]T

]x
5

k

rcp
¹2T1

1

rcp
S (2)

whereS is the classical volumetric heat source that includes the
contribution of frictional heating. Various theories concerning the
form of S are in Nield et al.@4#. SettingS50 further reduces the
energy equation for the specific cases considered here. Equations
~1! and ~2! in conjunction with the given wall and entrance con-
ditions provide velocity and temperature fields. The energy bal-
ance on a differential fluid element produces the relationhC(Tw
2Tb)5rUA(dTb /dx) whereTw is the constant wall temperature
andTb5Tb(x) is the local bulk or mean temperature of the fluid,

Tb5
1

A E
A
S u

U DTdA (3)

Let Lc be a characteristic length selected depending on the shape
of a passage andU to designate the average fluid velocity in the
passage. For a parallel plate channel, Fig. 2~a!, Lc5H where 2H
is the distance between plates and for a circular pipe, Fig. 2~b!,
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Lc5r o wherer o is the radius of the pipe. This produces the work-
ing relation for computing the dimensionless local heat transfer
coefficienthLc /k as

hLc

k
52S Ā

C̄
D FdTb~ x̄!/dx̄

Tw2Tb~ x̄!G52S Ā

C̄
D Fdub~ x̄!/dx̄

ub~ x̄! G (4a)

where x̄5x/(PeLc), Pe5rcpLcU/k, Ā5A/Lc , C̄5C/Lc , and
ub(x)5@Tb( x̄)2Tw#/(Ti2Tw) in which Ti and Tw are constant
inlet fluid and wall temperatures, respectively. Equation~4a!
yields the local Nusselt number, NuD5hDh /k

hDh

k
52S Dh

2

4Lc
2D Fdub~ x̄!/dx̄

ub~ x̄!
G (4b)

whereDh54A/C is the hydraulic diameter. Using the definition
of average heat transfer coefficient,

h̄5
1

x E0

x

hdx (5a)

Eqs.~4a–b! yield

h̄Lc

k
52S Ā

C̄
D F ln ub~ x̄!

x̄ G (5b)

and the corresponding average Nusselt number, NūD5h̄Dh /k, as

h̄Dh

k
5S Dh

2

4Lc
2D F ln ub~ x̄!

x̄
G (5b)

Equations~1! through~5! were used to obtain data as referenced
quantities for evaluation of the approximate correlations.

Average Heat Transfer Coefficient
The following analysis reports results using the definition of

dimensionless average heat transfer coefficients. The correlation
of the average heat transfer coefficient appears first for the two
ducts under consideration and the correlations for the local heat
transfer coefficient will follow in a separate section.

Parallel Plate Channels. The first flow model considers a
steady and hydrodynamically fully developed flow between two
impermeable parallel plates, 2H apart, see Fig. 1. The computa-
tion begins by considering the Brinkman momentum equation

me

]2u

]y2
2

m

K
u2

]p

]x
50 (6a)

whose solution, whenv51/AMDa, M5me /m, and Da5K/H2,
is

u

U
5

v

v2tanh~v! F12
cosh~v ȳ!

cosh~v! G (6b)

The temperature distribution, assuming local thermal equilibrium,
is governed by the energy equation

u
]T

]x
5

k

rcp

]2T

]y2
(7a)

The simultaneous solution of these equations produces the tem-
perature field and subsequently the heat transfer coefficient. When
u5(T2Tw)/(Ti2Tw), Lc5H, ȳ5y/H. x̄5(x/H)/Pe, and Pe
5rcpHU/k, Eq. ~7a! takes the form

u

U

]u

] x̄
5

d2u

dȳ2
(7b)

whose solution using the separation of variables technique is

u5 (
m51

`

BmYm~ ȳ!e2lm
2 x̄ (8a)

The eigenfunctionYm( ȳ) is

Ym~ ȳ!5(
n50

`

cn~ ȳ!n (8b)

and the coefficientsc1 , c2 ,¯ are obtainable from the recursive
relation @6#,

c051, c150, cn1252
v2cm~cn2dn!

~n12!22~n12!
(9a)

wherecm5(lm
2 /v)/@v2tanh(v)# contains the eigenvaluelm and

Fig. 1 Schematic of a flow „a… parallel plate channel and „b…
circular pipe

Fig. 2 A comparison of data from correlation with the com-
puted data for average heat transfer coefficient: „a… in parallel
plate channels; and „b… in circular pipes.
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cjan2 j ,
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ai5H ~v!i

cosh~v! S1

i! D when i is even

0 when i is odd

(9b)

A major task is the computation of the eigenvalues in order to
satisfy the conditionYm( ȳ)50 when ȳ51. Once Ym( ȳ) is
known, a classical orthogonality condition applies

E
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1S u
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Nm when n5m
(9c)

where

Nm5E
0

1S u

U D @Ym~ ȳ!#2dȳ5
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to be used in the computation ofBm ,
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Haji-Sheikh and Vafai@6# reported a parametric study of the
local and average heat transfer coefficients using the aforemen-
tioned procedure. The solution was compared to an alternative
solution technique with comparable accuracy~see Table 3 in@6#!.
Since the average heat transfer coefficient is of practical interest,
it receives primary consideration. The computed average Nusselt
number data appear as solid lines in Fig. 2~a! for different MDa
values. The line forMDa5` describes the average heat transfer
coefficient in unobstructed channels, NūD* (x). As MDa ap-
proaches 0, the solid lines in Fig. 2~a! show a relatively rapid
change of the slopes at small values ofx. The following relation,
for developing the average heat transfer coefficient, performs well
at large and small values ofMDa:

N̄uD~x,MDa!5C~x,MDa!3N̄uD* ~x! (11)

The presentation of a correlation for the functionC(x,MDa) is
the main objective of this work. It is an empirical equation that
was developed by curve fitting using the actual computed data and
their limiting values. This function has the following form;

C~x,MDa!>
NuD~`!

NuD* ~`!
1

C13S x/Dh

Pr ReD
D 21

11C23S x/Dh

Pr ReD
D 2m

(12a)

where NuD* (`)57.541. The other coefficientsC1 , C2 , and m
depend on the value ofMDa and they are approximated as

C15
0.023

1188~MDa!0.85
(12b)

C250.00331
0.0051

11500~MDa!0.5
(12c)

and

m50.972
0.17

113000~MDa!0.8
(12d)

Moreover, an estimate of the heat transfer coefficient under a ther-
mally fully developed condition is

NuD~`!>NuD* ~`!1
2.328

1122~MDa!3/4
(13)

where NuD* (`)57.541 is the heat transfer coefficient under a fully
developed condition for a free flowing fluid in a parallel plate
channel.

Equation~12a! was derived using a targeted accuracy of65
percent. To maintain this level of accuracy, the term NūD* (x) in
Eq. ~11! must be accurate to well below these self-imposed limits.
Various functional forms were examined and the best two are
presented as an illustration. The following two equations are se-
lected to accomplish the task of providing NūD* (x) for a fluid
flowing in a channel free from porous materials; they are

N̄uD* ~x!57.5411

1.323S x

Dh

1

Pr ReD
D 20.355

1164.23S x

Dh

1

Pr ReD
D 3/4 (14a)

and

N̄uD* ~x!>7.5411

1.553S x/Dh

Pr ReD
D 20.344

F113.4A x/Dh

Pr ReD
G 4 (14b)

A nonlinear regression procedure was used to determine the val-
ues of the coefficients in Eqs.~14a–b! and then they were ad-
justed for simplicity of the presentation without significant loss of
accuracy. Equation~14a! yields an estimated Nusselt number
within 61.5 percent and Eq.~14b! within 60.84 percent of the
computed data. The percent error throughout this presentation is
defined by comparing the approximate Nusselt number from a
correlation with a numerically computed Nusselt number using
the relation

%Error5@~N̄u!approx.2~N̄u!numer.#3100/~N̄u!numer.

To demonstrate the expected accuracy of the correlation given
by Eq. ~12a!, Fig. 2~a!is prepared wherein this correlation is
compared with the numerically acquired average heat transfer
data. The solid lines are from the result obtained following the
solution of the system of equations and their respective boundary
conditions while the discrete circular data are the results of this
approximate presentation. The data in Fig. 2~a! show that the pre-
dicted data, using Eq.~12a!, agree well with the computed data
obtained by solving Eqs.~6! and ~7! using Mathematica@7#. As
can be inferred from the graph, the error is less than the size of the
radius of the circular symbols~;3 percent!, often within62 per-
cent or smaller. Generally, there is also an inherent source of error
in the correlation leading to the value of the heat transfer coeffi-
cient in the absence of porous material. Because this correlation,
e.g., Eq.~11!, uses the correlation given by Eq.~14a! or ~14b!, it
is appropriate to emphasize their accuracy. As shown in Fig. 3~a!,
the error distribution for the correlations given by Eq.~14b! re-
mains within60.84 percent over a broad range of the dimension-
less axial coordinate. However, Eq.~14a! provides a slightly bet-
ter accuracy when (x/Dh)/(Pr ReD).1022.

Circular Pipes. The computation of heat transfer to a fluid
passing through a porous medium bounded by an impermeable
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circular wall is the subject of the next investigation. The proce-
dure to obtain an average heat transfer coefficient requires the
solution momentum equation and energy equation in cylindrical
coordinates. In cylindrical coordinates, the Brinkman momentum
equation is

meS ]2u

]r 2
1

1

r

]u

]r D 2
m

K
u2

]p

]x
50 (15a)

wherer is the local radial coordinate andx is the axial coordinate.
The solution of Eq.~21a! when v51/AMDa, M5me /m, and
Da5K/r o

2, is
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The steady-state form of the energy equation in cylindrical coor-
dinates assuming local thermal equilibrium is
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When u5(T2Tw)/(Ti2Tw), Lc5r o , r̄ 5r /r o . r̄ 5(r /r o!/Pe,
and Pe5rcpr oU/k, Eq. ~22a! becomes
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whose solution is
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The eigenfunctionRm( r̄ ) is
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and the coefficientsc1 , c2 ,¯ are obtainable from the recursive
relation @6#,

c051, c150, cn1252
v2cm~cn1dn!

~n12!2
(18a)

wherecm5(lm
2 /v)I0(v)/@vI0(v)22I1(v)# that includes the ei-

genvalueslm and

dn5(
j 50

n

cjan2 j ,

and

ai5H ~v/2! i

I 0~v! F 1

~ i /2!! G
2

when i is even

0 when i is odd

(18b)

Again, the major task is the computation of eigenvalueslm
2 in

order to satisfy the conditionRm( r̄ )50 when r̄ 51. OnceRm( r̄ )
in known, a classical orthogonality condition applies

E
0

1S u

U D r̄ Rm~ r̄ !Rn( r̄ )dr̄5H 0 when nÞm

Nm when n5m
(18c)

where

Nm5E
0

1S u

U D r̄ @Rm~ r̄ !#2dr̄5
1

2lm
F]Rm~ r̄ !

] r̄ G
r̄ 51

3F]Rm~ r̄ !

]lm
G

r̄ 51
(18d)

and therefore, the coefficientBm for inclusion in Eq.~17a! is

Bm5
Am

Nm

5
1

Nm
E

0

1S u

U
D r̄ Rm~ r̄ !dr̄

52
1

Nmlm
2 F ]Rm~ r̄ !

] r̄
G

r̄ 51

52S 2

lm
D Y F ]Rm~ r̄ !

]lm
G

r̄ 51

(19)

A solution using this exact analysis agrees well with an alternative
numerical solution that uses the method of weighted residuals~see
Table 4 in@6#!. The solution of this system of equations requires a
high degree of precision.

That same methodology described for parallel plate channels is
to be used to estimate the average heat transfer coefficient for flow
in circular pipes. For fluid flow in porous passages, as in the
previous case, this study suggests selecting the relation

N̄uD~x,MDa!5C~x,MDa!3N̄uD* ~x! (20)

The value ofC(x,MDa), obtained similar to that described for
parallel plate channels, is

C~x,MDa!5
NuD~`!

NuD* ~`!
1

C13S x/Dh

Pr ReD
D 21

11C23S x/Dh

Pr ReD
D 2m

(21a)

where NuD* (`)53.657. The other coefficients depend onMDa
and they are

C15
0.0031

11800~MDa!0.88
(21b)

C250.00111
0.0089

1120~MDa!1/4
(21c)

and

m50.972
0.17

112400~MDa!2/3
(21d)

while the heat transfer coefficient under thermally fully developed
condition is

NuD~`!>NuD* ~`!1
2.126

1130~MDa!3/4
(22)

where NuD* (`)53.657 is the heat transfer coefficient under fully
developed conditions for free flowing fluids in parallel plate chan-
nels.

The value of N̄uD* (x) for classical tube flow is obtainable by
using a correlation similar to Eq.~14b!, that is

N̄uD* ~x!53.6571

1.4033S x/Dh

Pr ReD
D 20.342

F112.5373A x/Dh

Pr ReD
G 3 (23)

Also, the Hausen correlation@8# below can perform the task of
providing
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N̄uD* ~`!53.661

0.06683S x/Dh

Pr ReD
D 21

110.043S x/Dh

Pr ReD
D 22/3 (24)

The next task is to compare the estimated average heat transfer
coefficients obtainable from Eqs.~20–22! with the numerically
obtained data from the exact analysis. Figure 2~b! shows this com-
parison. The solid lines are from the numerical solution of the
system of governing equations with their respective boundary
conditions@6#. The discrete circular data are from the estimated
values from the relations presented here. The data in Fig. 2~b!
show that the approximate data from the correlation agree remark-
ably well with the numerically computed data. As before, the error
is less than the size of the radius of the circular symbols, within
63 percent. Accurate heat transfer data can be realized from these
correlations if accurate values for NūD* (x) are available. For this
reason, Fig. 2~b!is prepared to show the accuracy of correlations
given by Eqs.~23! and~24!. The solid line in Fig. 3~b!shows the
percent error when using Eq.~23!. Depending on the range of
interest, the error is typically within60.84 percent. The dash line
describes the expected error when using the Hausen correlation,
Eq. ~24!. The error can exceed 12 percent at the smaller values of
the dimensionless axial coordinate, (x/Dh)/(Pr ReD). Accordingly,
depending on the range of interest, one can obtain accurate data
within 60.84 percent.

The data presented here describe Graetz-type problems for two
different flow passages. Accurate computation of the thermally
developing temperature in these passages is a demanding task.
Indeed, the effect of the porosity further complicates the numeri-
cal evaluations. For this reason, the correlation presented here can
be a valuable tool in practical applications that require sizing of
devices under a developing heat transfer condition.

Local Heat Transfer Coefficient
The local heat transfer coefficient is also obtainable using a

nonlinear curve-fitting scheme. Such tools are readily available in
standard packages. The variation of the local heat transfer coeffi-
cient as a function of (x/Dh)/(ReD Pr) for these two ducts is simi-
lar to those shown in Figs. 2~a–b!. There is also a relatively large
change of slope as one goes fromMDa51024 to zero. However,
using Eq.~11! for the parallel plate channel or Eq.~20! for circu-
lar pipes, this transition difficulty is significantly reduced. The
correlations described earlier, Eqs.~11! and ~20!, indeed provide
satisfactory values for heat transfer coefficients for any finite
value of MDa once the heat transfer coefficient forMDa5` is
known. An attempt was made to obtain a functional relation with
a form similar to Hausen’s correlation, Eq.~22!. The result was
satisfactory for each value ofMDa; however, the secondary cor-
relation of the computed coefficient withMDa as a parameter was
not satisfactory. Correlations that estimate the local heat transfer
coefficients for these two ducts are in the next sections.

Parallel Plate Channels. A similar procedure used for the
average heat transfer coefficient was used. The methodology re-
quired a few modifications. The modified correlation has the form

NuD~x,MDa!5NuD* ~x!3C~x,MDa! (25)

Again, the presentation of the functionC(x,MDa) is the main
objective of this work. The empirical equation was developed by
nonlinear curve fitting of numerically acquired data. Equation
~12a!was selected for this curve fitting and the computed new set
of constants,

C15
0.00053

1120~MDa!0.75
(26a)

C250.000441
0.004

1110,000~MDa!1/8
1

0.00165

@110.025~MDa!22/3#1/2

(26b)

and

m51.02
0.24

@1182~MDa!1/4#1/2
(26c)

are computed for insertion in Eq.~12a!.
Moreover, a nonlinear regression was used to accomplish the

task of providing the value of the local Nusselt number, NuD* (x),
in the absence of porous materials. The initial effort was directed
toward an equation that has a form similar to that of the Hausen
relation, Eq.~24!, for circular pipes; however, the error was larger
than expected. Different function forms were examined. The form
of Eq. ~14b! performed satisfactorily but with different coeffi-
cients,

NuD* ~x!57.541

0.783S x/Dh

Pr ReD
D 20.362

F11693S x/Dh

Pr ReD
D 3/4G2 (27)

A nonlinear regression followed by some manual adjustment de-
termined the coefficients in Eq.~27!. It is also possible, as an
example, to use Eqs.~11! and ~14b! to get an estimation of the
local heat transfer coefficient. By designating the dimensionless
axial coordinate asx̃5(x/Dh)/(ReD Pr), following appropriate
differentiation and a minor refinement of coefficients, one obtains

Fig. 3 Errors in the Value of N ¯uD* : „a… in parallel plate channels
using Eqs. „11a–b…; and „b… in circular pipes using Eqs. „23,24….
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NuD* ~ x̃!5N̄uD* ~ x̃!1 x̃d@N̄uD* ~ x̃!]/dx̃

57.5411
1.5573~ x̃!20.344

@113.47Ax̃#4 F123.47Ax̃

113.47Ax̃
20.344G

(28)

Figure 4~a!is prepared to show a general view of the accuracy
of these correlations for the local heat transfer coefficient as a
function of MDa. The data show that, in general, the targeted
accuracy of65 percent is satisfied over the range of plotted data.
As in the previous case, Eq.~27! or Eq.~28! needs to provide data
for classical flow in parallel plate channels with accuracy within
the range of errors for data in Fig. 4~a!. Accordingly, Eqs.~27! and
~28! are compared with numerically acquired data and percent
error is plotted in Fig. 5~a!. This figure shows that the expected
errors in these correlations could generally be larger than those
reported for the average heat transfer coefficient. Equation~27!
has a simpler form while Eq.~28! has a slightly better accuracy.
The error when using Eq.~27! is within 63 percent whereas the
error when using Eq.~28! is smaller, within61.7 percent. The
correlations given by Eq.~27! or ~28! are suitable to obtain ap-
proximate heat transfer data for flow through parallel plate chan-
nels and to get NuD* (x) for inclusion in Eq.~25!. This implies that
the prediction for the local heat transfer coefficient for flow in a
channel filled with porous materials may contain a slightly larger
error than that for the average heat transfer coefficient.

Cylindrical Pipes. For cylindrical passages, Eq.~21a! needs
additional modifications in order to satisfy the imposed error cri-
terion of 65 percent. The modified form of theC(x,MDa) func-
tion used in this correlation is

C~x,MDa!5
NuD~`!

NuD* ~`!
1C33F C13S x

Dh

1

Pr ReD
D 21

11C23S x

Dh

1

Pr ReD
D 2mG n

(29a)

The coefficientsC1 , C2 , andm remain as given by Eqs.~21b–d!
while the new coefficients,C3 andn, are

C3542180~MDa!0.61 (29b)

and

n51.91
0.5

11400AMDa
(29c)

Figure 4~b!shows the values of the local Nusselt number plotted
as a function of the dimensionless axial coordinate. As before, the
solid lines represent the reference values computed numerically.
The circular symbols are the approximate values obtained using
the correlation

NuD~x,MDa!5NuD* ~x!3C~x,MDa! (30)

whenC(x,MDa) is taken from Eqs.~29a–c!. Finally, it is neces-
sary to present a prediction for the value of NuD* (x). Among vari-
ous formulations attempted, the following correlation performed
satisfactorily,

NuD* ~x!53.6571

0.703S x

Dh

1

Pr ReD
D 20.362

F11173S x

Dh

1

Pr ReD
D 2/3G2 (31)

Fig. 4 A comparison of data from correlation with the com-
puted data for local heat transfer coefficient: „a… in parallel plate
channels; and „b… in circular pipes.

Fig. 5 Errors in the Value of Nu D* : „a… in parallel plate channels
using Eqs. „27,28…; and „b… in circular pipes using Eqs. „31,32….
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One can also perform a proper differentiation of Eq.~23! to obtain
the following relations:

NuD* ~ x̃!5N̄uD* ~ x̃!1 x̃d@N̄uD* ~ x̃!]/dx̃

53.6571
1.4033~ x̃!20.342

@112.537Ax̃#4 F 121.27Ax̃

112.537Ax̃
20.342G

(32)

wherex̃5(x/Dh)/(ReD Pr).
The solid line plotted in Fig. 5~b! designates the percent error

when using the correlation given by Eq.~31!. The dash line in Fig.
5~b! indicates the distribution of the error using Eq.~32!, also
plotted over a relatively large range of dimensionless axial coor-
dinate. The error when using Eq.~31! is within 62.7 percent
while the error when using Eq.~32! is within 62 percent. This
figure shows that any one of these two correlations can provide
the local heat transfer coefficient data with sufficient accuracies.
They can be implemented to provide the values for NuD(x), using
Eqs.~29–30!. This will facilitate the computation of the local heat
transfer coefficient for flow through porous materials imbedded in
a circular pipe.

Summary
The correlations presented earlier followed a two-step proce-

dure. The first step is to select a value forMDa and provide a
correlation for that parameter. A nonlinear regression conveniently
provides the needed coefficient for a selected functional form and
this process is repeated for otherMDa values. As expected, the
computed coefficients would depend on the selectedMDa values.
The second step was to find simple relations that relate these
coefficients. This second step necessitated the examination of dif-
ferent functional forms in the first step. Moreover, the process of
correlating these coefficients was simpler for the average Nusselt
number. Also, as can be seen from Figs. 2~a–b!, the error for the
average Nusselt number is less than the size of the symbols,
within 63 percent. Whereas, the radius of a symbol in Figs.
4~a–b! is ;3.8 percent of the value of local Nusselt number;
therefore the error for the local heat transfer coefficients is gener-
ally within 64 percent over the range of plotted data.

The solution for heat transfer to fully developed flow through
unobstructed passages is well known. The issue is finding a mul-
tiplying function that can be used to get the heat transfer coeffi-
cient through a fluid saturated passage, e.g., from Eq.~11!. For the
two passages presented here, the functionC(x,MDa), in Eqs.
~12a!, ~21a!, ~29a!, has a similar form,

C~x,MDa!5
NuD~`!

NuD* ~`!
1C33F C13S x

Dh

1

Pr ReD
D 21

11C23S x

Dh

1

Pr ReD
D 2mG n

(33)

For each case studied here, the coefficientsC1 , C2 , C3 , m, andn
are deterministic. According to Eq.~13!, the first term on the right
side of Eq.~33!, for a parallel plate channel, reduces to

NuD~`!

NuD* ~`!
>11

0.309

1122~MDa!3/4
(34a)

and according to Eq.~22! for a circular pipe becomes

NuD~`!

NuD* ~`!
>11

0.581

1130~MDa!3/4
. (34b)

All other coefficients have numerical values that depend onMDa.
Secondary correlations to estimate these coefficients, for allMDa
between 0 and̀ , appeared earlier and are summarized in Table 1.
For the four cases reported here, Table 1 serves as a tool for quick
identification of the coefficientsC1 , C2 , C3 , m, andn for inser-
tion in Eq. ~33!.

Conclusion
The initial objective to set up correlations that would enable

one to obtain relatively accurate local and average heat transfer
data for flow through selected porous channels has been achieved.
One objective in this study is to have correlations that provide
relatively accurate results for a broad range 0<MDa<`. This
condition and the second objective of having an error of65 per-
cent, with a relatively high probability, determined the selection of
the forms of these correlations. The forms of these correlations
make it necessary to evaluate the accuracy of the existing corre-
lations for flow through unobstructed channels, that is, forMDa
5`. For this reason existing correlations are revisited and addi-
tional studies are included in the appendix.

Nomenclature

A 5 area, m2

Am , Bm 5 coefficients
C 5 duct contour, m

C1 , C2 5 coefficients
cj 5 coefficients

Da 5 Darcy number,K/Lc
2

Dh 5 hydraulic diameter, m

Table 1 Summary of the coefficients in the C„x ,MDa… factor, Eq. „33…, for the Nusselt number
correlations

Channel
Descriptions C1 C2 C3 m n

Parallel
Plates, N̄uD

0.023/~11
883MDa0.85)

0.003310.0051/~11
5003MDa0.5)

1 0.9720.17/~11
30003MDa4/5)

1

Parallel
Plates, NuD

0.00053/~11
203MDa0.75)

0.0004410.004/~11
10,0003MDa1/8)

10.00165/~11
0.0253MDa22/3)1/2

1 120.24/~11
823MDa1/4)1/2

1

Circular
Pipes, N̄uD

0.0031/~11
8003MDa0.88)

0.001110.0089/~11
203MDa1/4)

1 0.9720.17/~11
24003MDa2/3)

1

Circular
Pipes, N̄uD

0.0031/~11
8003MDa0.88)

0.001110.0089/~11
203MDa1/4)

421803
MDa0.61

0.9720.17/~11
24003MDa2/3)

1.910.5/~11

400AMDa)
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H 5 channel dimension in Fig. 1~a!, m
h 5 local heat transfer coefficient W/m2•K
h̄ 5 average heat transfer coefficient, W/m2

•K
K 5 permeability, m2

k 5 effective thermal conductivity, W/m•K
M 5 me /m

Nm 5 norm
NuD 5 Nusselt number,hDe /k
N̄uD* 5 Reference Nusselt number

Pe 5 Peclet number,rcpLcU/k
p 5 pressure, Pa

ReD 5 Reynolds number,rUDh /m
r 5 radial coordinate

r o 5 pipe radius, m
T 5 temperature, K

Tb 5 bulk temperature, K
Ti 5 inlet temperature, atx50, K
Tw 5 wall temperature, K

u 5 velocity, m/s
U 5 average velocity, m/s
x 5 axial coordinate, m
x̄ 5 x/(PeLc)
x̃ 5 (x/Dh)/(ReD Pr)

y, z 5 coordinates, m
ȳ 5 y/H

Greek

gm 5 eigenvalues
u 5 (T2Tw)/(Ti2Tw)

lm 5 eigenvalues
m 5 fluid viscosity, N•s/m2

me 5 effective viscosity, N•s/m2

r 5 density, kg/m3

C 5 auxiliary function, see Eq.~12a!
c 5 a parameter

Appendix
The correlations presented here require knowledge of relatively

accurate data for flow through unobstructed channels,MDa5`.
For example, a temperature solution based on Eqs.~6! and~7!, for

parallel plate channels whenMDa5`, can describe the variation

of the N̄uD* (x). The relation for a fully developed velocity profile
for inclusion in Eq.~7b! is

u

U
5

3

2 F12S y

H D 2G (A.1)

where 2H is the spacing between two plates andU is the average
velocity. The solution of the energy equation, Eq.~7b!, is essen-
tially the same as that described by Eqs.~8–10!, the coefficients
cn given by Eq.~9a! must be modified. These coefficients arec0

51, c2523gm
2 /4, c15c35c55¯50 and the remaining.cn val-

ues are obtainable from the following recursive relation

Table A.1.a Selected eigenvalues, lm , coefficients A m , and norms Nm for laminar flow
through parallel plate channels

m lm Am3103 Nm m lm Am3103 Nm

1 1.37302 758.102 0.631315 26 83.0105 26.09124 0.589063
2 4.62942 2177.639 0.593791 27 86.2765 5.82307 0.589062
3 7.89409 95.0026 0.590715 28 89.5425 25.57603 0.589061
4 11.1596 263.3752 0.589884 29 92.8085 5.34777 0.589060
5 14.4254 46.9552 0.589548 30 96.0745 25.13627 0.589060
6 17.6912 236.9987 0.589380 31 99.3405 4.93980 0.589059
7 20.9571 30.3595 0.589285 32 102.606 24.75684 0.589058
8 24.2230 225.6376 0.589225 33 105.872 4.58608 0.589058
9 27.4890 22.1191 0.589185 34 109.138 24.42637 0.589057

10 30.7549 219.4029 0.589158 35 112.404 4.27668 0.589057
11 34.0209 17.2471 0.589138 36 115.670 24.13613 0.589056
12 37.2868 215.4975 0.589123 37 118.936 4.00393 0.589056
13 40.5528 14.0511 0.589111 38 122.202 23.87936 0.589055
14 43.8188 212.8368 0.589102 39 125.468 3.76180 0.589055
15 47.0848 11.8040 0.589095 40 128.734 23.65069 0.589055
16 50.3507 210.9155 0.589089 41 132.000 3.54553 0.589054
17 53.6167 10.1437 0.589084 42 135.266 23.44585 0.589054
18 56.8827 29.46745 0.589080 43 138.532 3.35126 0.589054
19 60.1487 8.87040 0.589077 44 141.798 23.26138 0.589054
20 63.4146 28.33969 0.589074 45 145.064 3.17587 0.589053
21 66.6806 7.86507 0.589072 46 148.330 23.09444 0.589053
22 69.9466 27.43828 0.589069 47 151.596 3.01680 0.589053
23 73.2126 7.05259 0.589068 48 154.862 22.94270 0.589053
24 76.4786 26.70246 0.589066 49 158.128 2.87192 0.589053
25 79.7446 6.38329 0.589065 50 161.394 22.80423 0.589053

Table A.1.b Referenced heat transfer values for parallel plate
ducts when MDaÄ`

(x/Dh)(1/Pr ReD) hDh /k h̄Dh /k (Tb2Tw) /(Ti2Tw)

5.031027 154.26 232.76 0.99953
1.031026 122.93 184.55 0.99926
2.031026 97.538 146.42 0.99883
5.031026 71.830 107.83 0.99785
0.00001 56.999 85.557 0.99658
0.00002 45.245 67.890 0.99458
0.00005 33.379 50.027 0.99004
0.0001 26.560 39.736 0.98423
0.0002 21.188 31.598 0.97504
0.0005 15.830 23.416 0.95425
0.001 12.822 18.752 0.92774
0.002 10.545 15.125 0.88604
0.005 8.5167 11.623 0.79258
0.01 7.7405 9.8249 0.67503
0.02 7.5495 8.7133 0.49804
0.05 7.5407 8.0103 0.20148
0.1 7.5407 7.7755 0.4459231021

0.2 7.5407 7.6581 0.2184231022

0.5 7.5407 7.5877 0.2567131026

1 7.5407 7.5642 0.72389310213

2 7.5407 7.5524 0.57561310226

5 7.5407 7.5454 0.28941310265
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cn5
3~cn242cn22!gm

2

2n~n21!
for n54,6,¯

The proper values ofgm must makeYm(1)50 in order to satisfy
the boundary condition aty5H. These roots will be ordered and
calledg1 , g2 ,¯ . Then, themth eigenvaluelm5gm defines the
function Ym( ȳ), Eq. ~8b!, for insertion in Eq.~8a! while Eq. ~10!
provides the coefficientBm5Am /Nm . The first 50 values oflm ,
Am , andNm are in Table A.1.a. Once the temperature solution is
known, Eqs.~4! and ~5! give the local and average Nusselt num-
bers. Samples of computed average and local Nusselt numbers are
in Table A.1.b.

A similar procedure defines the temperature distribution in cir-
cular pipes. The fully developed velocity profile to be inserted in
Eq. ~16b! is

u

U
52F12S r

r o
D 2G (A.2)

wherer o is the radius of the pipe, andU is the average velocity.
The solution of Eq.~16b!, is similar to that described by Eqs.
~17–19!, the coefficientscn given by Eq.~18a!must be modified.
These new coefficients arec051, c252gm

2 /2, and c15c35c5
5¯50. and the remainingcn values are obtainable from the
recursive relation

cn5~cn242cn22!gm
2 /n2 for n54,6,¯

As before, a proper value ofgm must makeRm(1)50 in order to
satisfy the boundary condition atr 5r o . These roots are desig-
nated asg1 , g2 ,¯ and the corresponding eigenvalueslm are
obtained from the relationlm5gm /A2. For each eigenvaluelm ,
Eq. ~17b! provides the eigenfunctionsRm( r̄ ) for insertion in Eq.
~17a!. The next step is the determination of coefficientsBm
5Am /Nm from Eq. ~19! also for insertion in Eq.~17a!. The first
50 values oflm , Am , and Nm are in Table A.2.a. In addition,
Table A.2.b is prepared to show samples of computed average and
local Nusselt numbers.

To get the first few eigenvalues, a marching technique provides
a bound on the location of each eigenvalue. Then, two second-
order Newton iterations are sufficient to compute an eigenvalue
with sufficient accuracy. These eigenvalues assume nearly uni-
form spacing beyond the 30th eigenvalue. This observation sim-
plifies the determination of eigenvalues beyondg30. For a parallel
plate channel, the spacing between the adjacentgm values rapidly
approachesA32/3 while the spacing between thegm values for a
circular pipe rapidly approaches 4. As an illustration, for circular
pipes, the 30th eigenvalue has a value of 118.666939596 and the
330th eigenvalue is 1318.666677673; therefore, the average spac-
ing between two successive eigenvalues is equal to;3.9999991.
This simplifies the computational procedure because, for the
larger eigenvalues, a single second-order Newton iteration is suf-
ficient for these eigenfunctions to assume their proper values with
an error between 1029 to 10223.

The numerically computed local and average Nusselt number
data in Tables A.1.a and A.1.b are highly accurate; the error is in
the last digit appearing in these tables mainly due to truncation. At
small values ofx, as many as 400 eigenvalues were computed in

Table A.2.a Selected eigenvalues lm , coefficients A m , and norms Nm for laminar flow
through circular pipes

m lm Am3104 Nm3103 m lm Am3104 Nm3103

1 1.91227 2773.74 187.868 26 72.5965 26.32349 4.87014
2 4.72279 2604.913 75.0397 27 75.4249 5.93319 4.68750
3 7.54722 276.037 46.8842 28 78.2534 25.58005 4.51808
4 10.3740 2162.237 34.0942 29 81.0818 5.25939 4.36047
5 13.2016 108.494 26.7872 30 83.9102 24.96722 4.21349
6 16.0295 278.4785 22.0596 31 86.7386 4.70018 4.07609
7 18.8576 59.8457 18.7505 32 89.5670 24.45540 3.94737
8 21.6858 247.4034 16.3046 33 92.3955 4.23039 3.82653
9 24.5140 38.6387 14.4233 34 95.2239 24.02303 3.71287

10 27.3423 232.2067 12.9312 35 98.0523 3.83146 3.60577
11 30.1706 27.3316 11.7188 36 100.881 23.65409 3.50467
12 32.9990 223.5385 10.7144 37 103.709 3.48949 3.40909
13 35.8273 20.5227 9.86848 38 106.538 23.33645 3.31859
14 38.6557 218.0809 9.14638 39 109.366 3.19387 3.23276
15 41.4841 16.0728 8.52276 40 112.194 23.06080 3.15126
16 44.3125 214.3992 7.97875 41 115.023 2.93638 3.07377
17 47.1409 12.9880 7.50002 42 117.851 22.81986 3.00000
18 49.9693 211.7857 7.07549 43 120.680 2.71056 2.92969
19 52.7977 10.7522 6.69644 44 123.508 22.60789 2.86260
20 55.6261 29.85634 6.35594 45 126.337 2.51131 2.79851
21 58.4545 9.07424 6.04840 46 129.165 22.42032 2.73723
22 61.2829 28.38691 5.76924 47 131.993 2.33449 2.67857
23 64.1113 7.77926 5.51471 48 134.822 22.25343 2.62238
24 66.9397 27.23911 5.28170 49 137.650 2.17679 2.56849
25 69.7681 6.75656 5.06757 50 140.479 22.10423 2.51678

Table A.2.b Referenced heat transfer values for circular pipes
when M DaÄ`

(x/Dh)(1/Pr ReD) hDh /k h̄Dh /k (Tb2Tw) /(Ti2Tw)

5.031027 129.74 204.34 0.99959
1.031026 106.08 160.47 0.99936
2.031026 84.334 127.05 0.99898
5.031026 61.877 93.334 0.99814
0.00001 48.914 73.869 0.99705
0.00002 38.637 58.429 0.99534
0.00005 28.254 42.812 0.99147
0.0001 22.279 33.810 0.98657
0.0002 17.559 26.683 0.97888
0.0005 12.824 19.501 0.96175
0.001 10.130 15.384 0.94032
0.002 8.0362 12.152 0.90736
0.005 6.0015 8.9432 0.83622
0.01 4.9161 7.1552 0.75111
0.02 4.1724 5.8146 0.62803
0.05 3.7100 4.6406 0.39530
0.1 3.6581 4.1556 0.18971
0.2 3.6568 3.9063 0.4393531021

0.5 3.6568 3.7566 0.5458331023

1 3.6568 3.7067 0.3637631026

2 3.6568 3.6817 0.16155310212

5 3.6568 3.6668 0.14152310231
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order to get accurate heat transfer data for parallel plate ducts and
500 eigenvalues were used to get accurate data for circular pipes.
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Polymer Electrolyte Fuel Cells
With Porous Materials as Fluid
Distributors and Comparisons
With Traditional Channeled
Systems
In this study, a novel concept is investigated, according to which the traditional ribbed
flow delivery systems are replaced with permeable porous fluid distributors, which cir-
cumvent a number of known performance hindering drawbacks. A thorough single-phase
model, including the conservation of mass, momentum, energy, species, and electric cur-
rent, using Butler-Volmer kinetics, is numerically solved in three dimensions, to investi-
gate the impact of different flow configurations on the performance of hydrogen fuel cells.
It is found that cells with porous gas distributors generate substantially higher current
densities and therefore are more advantageous with respect to mass transfer. Another
advantage of porous flow distributors is the potential for higher power densities and
reduced stack weight.@DOI: 10.1115/1.1738424#

Keywords: Computational, Energy Conversion, Modeling, Porous Media, Fuel Cells

1 Introduction
Polymer electrolyte fuel cells~PEFC!have the potential to be-

come firmly established as a competitive form of electric power
generation in a host of engineering applications, such as powering
of vehicles, portable power systems, and remote power genera-
tions. Even though low temperature fuel cells have very high the-
oretical efficiencies, there are several challenges to overcome in
the way of making the PEFC a competitive, efficient and environ-
mentally friendly alternative energy conversion device. Current
issues in PEFC research are strongly interdisciplinary and are re-
lated to transport phenomena, thermal management, water man-
agement, electrochemistry, materials, and manufacturing.

Numerical modeling provides an improved understanding of
the fundamental transport phenomena inside the fuel cell and
therefore allows for efficient, scientifically based optimization
which is necessary to aid the PEFC on the road to success. There-
fore, substantial research effort has been focused on the develop-
ment of mathematical models and their analytical or numerical
solution during the last decade. One-dimensional models@1–4#,
pseudo-two-dimensional models@5–8# as well as fully two-
dimensional models@9–13# are not able to predict with the needed
accuracy the three-dimensional transport phenomena in a PEFC,
and, therefore, are not ideally appropriate for design or material
optimization. Three-dimensional modeling@14–19# is crucial to
capture performance-limiting effects such as mass transfer limita-
tions to and from the portion of the diffusion layer which is not
covered by flow channels as well as Ohmic losses in the
membrane-electrode assembly. In most of these three-dimensional
models@14–18#the catalyst layers are modeled as infinitely thin
interfaces, whereas in@19# the finite size of the catalyst layers was
considered. The existence of two different electric potential fields,
i.e., a solid potential field governing the electron flux and a mem-
brane potential field governing the proton flux is not accounted
for. A two-dimensional approach is used for the membrane in
@15–17#. In contrast, the present mathematical model accounts for

the finite thickness of the catalyst layers as well as of the mem-
brane and the governing equations inside each of these layers are
solved in three dimensions. Two different electric potential fields
are considered, i.e., a solid potential field and a membrane poten-
tial field. In addition, kinetic gas theory is used to determine the
thermal conductivity of the gas mixture, which strongly depends
on the mixture composition.

The mathematical model is solved for porous flow distributors,
put forth by Bejan and co-workers@20,21#, as well as for the
classical parallel and serpentine flow distributors, for the sake of
comparison. Validation of the code at different operating pressures
and temperatures was performed using experimental data from
Ticianelli et al. @22#. Parallel and serpentine flow-fields exhibit
limited reactant/product mass transfer to and from the part of the
diffusion and catalyst layer which is not covered by flow channels
~i.e., under the current collector ‘‘shoulders’’!. This effect is most
distinct on the cathode side due to the low diffusivity of oxygen.
Removal of water vapor from these regions is also limited. In this
paper it is shown that porous flow distributors circumvent this
drawback which is particular to ribbed flow-fields and therefore
are more advantageous in terms of mass transfer.

Porous materials such as carbon or metal foams are available at
porosities up to 98% which implies the possibility of a reduction
in stack weight—a key quantity for applications in transportation.
However, the higher the porosity of the foam, the lower the effec-
tive electrical conductivity is. On the other hand, mass transfer
limitations are higher at the lower porosities due to reduced effec-
tive species diffusivities. Parametric studies are performed to in-
vestigate these interactions. Finally, appropriate foam materials
currently available on the market are suggested.

2 Mathematical Model
Transport phenomena in the PEFC are described by the formu-

lation of mass, momentum, energy, species, and electric current
conservation equations. The method of local volume averaging
@23–26# is applied to equations governing transport in porous me-
dia which means that the equations are spatially smoothed over a
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representative elementary volume. Its diameter has to be much
larger than the pore diameter as well as much smaller than the
macroscopic dimension of the corresponding porous layer. The
computational domainV consists of three coupled subdomains
V I , V II , andV III , as shown in Fig. 1. The first subdomainV I
~fluid subdomain! incorporates flow channels, gas diffusion layers,
catalyst layers, and the membrane. Inhomogeneous distributions
of material properties inside this subdomain are defined in order to
account for different physical layers. Mass, momentum, energy,
species, and electric current conservation is formulated for this
subdomain. The second and third subdomain~solid subdomains!,
V II and V III , include the current collector on the cathode and
anode side, respectively, for which conservation of energy and
electric current is formulated. Rates of electrochemical reactions
in the catalyst layers are described by Butler-Volmer equations.

An ideal gas mixture is assumed inside the fluid subdomainV I ,

p5
r

M
RT, p5pi /xi , r5(

i 51

N

r i , M5(
i 51

N

xiM i , (1)

where pressure is defined in terms of partial pressure and mole
fraction of speciesi, mixture density is expressed in terms of mass
concentrations and mixture molecular weight is given by the mo-
lecular weight of individual species. For the ideal gas mixture, the
specific enthalpy is a function of temperature and species mass
fractions,

h~T,v1 , . . . ,vN!5(
i 51

N

v ihi~T!, (2)

where specific enthalpieshi of individual species, defined as the
sum of the enthalpy of formation at the standard reference state
and the sensible enthalpy, depend on temperature only and are
approximated usingJANAF tables @27#. In the following,
volume-averaged conservation equations are formulated to de-
scribe transport in porous media. Mass conservation for the ideal
gas mixture reads

¹I •~«rvI !50. (3)

For a porosity of«51, mass conservation of a free-stream gas
mixture is recovered. Momentum conservation is written as

¹I •~«rvI vI !52¹I ~«p!2¹I •~«t= !2
m

k
«2vI (4)

with the stress tensor

t=52m~¹I vI 1~¹I vI !T!1
2

3
m~¹I •vI !I=. (5)

The last term in Eq.~4! represents an additional source term,
Darcy’s drag, for porous media regions in order to account for
increased flow resistance. Note that Eq.~4! is a generalized form
of Darcy’s law @23–26#. For «51 andk→`, momentum conser-
vation for a free-stream gas mixture is recovered. The local dy-
namic viscosity of the gas mixture

m5(
i 51

N
xim i

( j 51
N xjQ i j

(6)

with

Q i j 5
1

A8
S 11

Mi

M j
D 21/2F11S m i

m j
D 1/2S M j

Mi
D 1/4G2

(7)

is determined based on the Chapman-Enskog theory, extended to
multicomponent gas mixtures at low density@28–30#. Within this
framework, dynamic viscosities of individual species are given as

m i52.6693•1026
A103

•MiT

Ã i
2Vm,i

. (8)

The volume-averaged conservation equation of energy is written
as @30#

¹I •~«rhvI !52¹I •qI 2~«t= :¹I vI !1vI •¹I ~«p!2Jh1
iIs• iIs

ss
1

iI f• iI f

s f
(9)

where

qI 52keff¹I T1(
i 51

N

hi jI i (10)

is the heat flux, accounting for heat conduction and energy trans-
port by species diffusion. The second term on the right hand side
of Eq. ~9! manifests the irreversible rate of viscous dissipation and
the third term includes the reversible rate compression work. The
fourth term accounts for electric work due to volumetric electric
current transfer between the solid potential fieldFs and the pore
potential field F f in the catalyst layers, where the volumetric
transfer current densityJ is given by Eqs.~23! and~26! below and
h is the overpotential. This term appears only in the catalyst lay-
ers. The fifth term stands for Joule heating due to electron flux and
the last term accounts for Joule heating due to proton flux in the
catalyst layers and the membrane. Heat generation due to reac-
tions, i.e., conversion of chemical energy to heat energy, is im-
plicitly accounted for in Eq.~9! through the fourth term on the
right hand side, since enthalpyhi is defined as the sum of the
enthalpy of formation at the standard reference state and the sen-
sible enthalpy@30#. The effective thermal conductivity in porous
media is determined based on the variational approach using com-
posite spheres for macroscopically homogeneous and isotropic
multiphase materials, as introduced by Hashin and Shtrikman
@31#, where the higher bound reads

keff5
1

12«

3ks
1

«

2ks1kf

22ks . (11)

Note that keff(«51)5kf and keff(«50)5ks applies. The thermal

Fig. 1 Schematic drawing of the partition of the computational
domain VÄV I V II V III . „a… Cell with a channeled flow-field.
„b… Cell with a porous gas distributor. The domain V consists
of the fluid subdomain V I „flow channels V I,1 and V I,2 in „a…;
porous gas distributors V I,1 and V I,2 in „b…; diffusion layers
V I,3 , V I,4 ; catalyst layers V I,5 , V I,6 ; membrane V I,7…, the solid
subdomain V II including the current collector on the cathode
side and the solid subdomain V III including the current collec-
tor on the anode side. The flow direction is indicated with j3
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conductivity of the fluid phase strongly depends on the composi-
tion of the gas mixture and is determined within the framework of
the Chapman-Enskog theory@32#, i.e.,

kf5(
i 51

N
xiki

( j 51
N xjQ i j

. (12)

Conservation of species reads

¹I •~«rv ivI !52¹I • jI i1r i , i P@1,2,3, . . . ,N# (13)

with the diffusive flux of speciesi,

jI i52rDi ,eff¹I v i . (14)

Note that the species source termsr i on the right hand side of Eq.
~13! only appear in the catalyst layers. Effective diffusion coeffi-
cients account for reduced mass transport in porous media and are
determined in terms of the free-stream diffusion coefficients,

Di ,eff5«tDi , (15)

according to the Bruggeman correction@23,25#. The diffusion co-
efficient of speciesi,

Di5
12xi

( j 51,j Þ i
N

xj

Di j

, (16)

is expressed in terms of binary diffusion coefficients which in turn
are obtained from the Chapman-Enskog theory@30,33#,

Di j 50.018829

AT3S 1

103
•Mi

1
1

103
•M j

D
pÃ i j

2 VD,i j

. (17)

Note that Eq.~17! is written here in terms of quantities with SI
units as declared in the nomenclature. The electric current flow
through the cell is due to electron flux in the current collectors, the
solid phase of the gas diffusion layers, the solid phase of the
catalyst layers and due to proton flux in the polymer electrolyte
phase of the catalyst layers and the membrane. The electron flux is
governed by the electric potential fieldFs and the proton flux is
governed by the electric potential fieldF f . The steady conserva-
tion equation of electric current in conjunction with Gauss’s law
for irrotational electric fields leads to

¹I • iIs52¹I •~ss¹I Fs!5H 1J1, cathode catalyst layer

2J2, anode catalyst layer

0, else
(18)

and

¹I • iI f52¹I •~s f¹I F f !5H 2J1, cathode catalyst layer

1J2, anode catalyst layer

0, else
(19)

From the sum of Eqs.~18! and ~19!,

¹I • iIs1¹I • iI f50, (20)

it is seen that conservation of charge is accomplished. Electro-
chemical surface reaction rates are determined with Butler-Volmer
equations@34,35#. The surface specific transfer current in the cata-
lyst layer on the cathode side is given then as

i 15 i 0
1H expFaa

1F

RT
~Fs2F f !G2expF2

ac
1F

RT
~Fs2F f !G J

(21)

with the overpotentialh5Fs2F f , where the exchange current
density

i 0
152 i 0

ref1S cO2 ,w

cO2 ,w
ref D gO2S cH2O,w

cH2O,w
ref D gH2O

(22)

is expressed in terms of the reference current density and the
reactant and product concentrationsci ,w5v i ,wr/Mi at the inter-
face. Multiplying with the surface to volume ratioa1 in the cata-
lyst layer leads to the volumetric transfer current density

J15a1i 1 (23)

on the cathode side, wherea1 is a direct representation of catalyst
loading. Similarly, electrochemical reaction rates on the anode
side are expressed as

i 25 i 0
2H expFaa

2F

RT
~Fs2F f !G2expF2

ac
2F

RT
~Fs2F f !G J

(24)

i 0
25 i 0

ref_S cH2 ,w

cH2 ,w
ref D gH2

(25)

and

J25a2i 2. (26)

The stoichiometric reactant coefficients of the cathode reaction

1

4
O21H11e2→ 1

2
H2O (27)

and of the hydrogen oxidation on the anode side

1

2
H2→H11e2 (28)

are needed to couple the surface specific transfer current density
to mass transfer at the solid-fluid interface in the catalyst layers.
This is written as

MO2

i 1

4F
51rDO2 ,eff

vO2
2vO2 ,w

d1
(29)

and

MH2O

i 1

2F
52rDH2O,eff

vH2O2vH2O,w

d1
(30)

wherev i denotes the mass fraction of speciesi in the middle of
the fluid pore,v i ,w is the mass fraction at the solid-fluid interface
where surface reactions occur,d1 is the average pore diameter
and Di ,eff /d

1 represents the mass transfer coefficient. Numerical
solution of the set of nonlinear Eqs.~21!, ~22!, and~29! for v i ,w
@36# allows to determine the volumetric source terms

r O2
52a1rDO2 ,eff

vO2
2vO2 ,w

d1
(31)

and

r H2O52a1rDH2O,eff

vH2O2vH2O,w

d1
(32)

which are used in Eq.~13!. Similarly, formulation of these con-
straints on the anode side yields
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MH2

i 2

2F
51rDH2 ,eff

vH2
2vH2 ,w

d2
(33)

and

r H2
52a2rDH2 ,eff

vH2
2vH2 ,w

d2
. (34)

For determining the proton conductivitys f in the membrane, the
correlation by Springer et al.@1# is used,

s f5100 expF1286S 1

303
2

1

TD G~0.005139l20.00326! (35)

where the water content in the membrane

l5H 0.043117.81z239.85z2136.0z3 for 0,z<1

1411.4~z21! for 1,z<3
(36)

is correlated in terms of the water activity

z5
xH2Op

psat
. (37)

The saturation pressure of water vapor is approximated with@1#

log10~psat1025!522.179410.02953~T2273.15!

29.183731025~T2273.15!2

11.445431027~T2273.15!3 (38)

3 Numerical Solution

3.1 Models and Boundary Conditions. The performance
of fuel cells with porous flow distributors is numerically investi-
gated and compared with fuel cells having either parallel or ser-
pentine flow-fields. For the cell with the parallel flow-field, one
single half-channel assembly is modeled in three dimensions, as
shown in Fig. 1~a!, using symmetry boundary conditions atj1
5j1,min and j15j1,max. Dirichlet boundary conditions are used
for temperature on the top, bottom, and front sides with a constant
value corresponding to the temperature of the inlet gas streams.
These settings represent the case of a perfectly cooled flow-field.
Newman boundary conditions with zero flux are used forF f on
]V. At the top and bottom boundaries of the channel, Dirichlet
boundary conditions with constant values are set forFs , where
zero-flux conditions are applied to the inlet and outlet front. The
difference between the top and bottom boundary condition value
of Fs is obviously the sum of all the potential losses inside the
cell. Constant mass flow rates and fixed pressure boundary condi-
tions are applied to inlets and outlets, respectively. The serpentine
flow-field is of quadratic shape; its width is equal to the length of
the parallel flow-field and therefore includes exactly seven con-
nected channels. For the porous flow distributors, no variations in
the direction ofj1 are assumed, cf. Fig. 1~b!. Therefore, it is
modeled in two dimensions.

3.2 Solution Method. The coupled set of partial differential
equations is numerically solved with a finite-volume central
scheme on a structured grid using the licensed solver CFD-ACE
distributed by CFDRC of Huntsville, USA. Coupling of the set of
partial differential equations including the strongly non-linear
Butler-Volmer equations requires advanced source term lineariza-
tion techniques@37#. Algebraic multigrid solver is used in con-
junction with a convergence criterion of 1310210. A first order
upwind scheme is chosen to obtain a preliminary numerical solu-
tion for the model with the serpentine flow-field consisting of
647,360 finite volumes, which is further used as an initial condi-
tion for the application of the central scheme.

The computational grid of the two-dimensional model of the
porous gas distributor consists of 2700 cells. By increasing the
cell number to 5400~10,800!, the average current density in-
creases by 5.931024% (7.631024%). When comparing species
contours, the three grids yield practically indistinguishable results.
For the three-dimensional model of the parallel flow-field, a com-
putational grid consisting of 43,200 cells is used. By increasing
the cell number to 86,400~172,800!, the average current density
increases by 0.015%~0.022%!. Again, comparison of species con-
tours yields practically indistinguishable results. The grid resolu-
tion of the serpentine flow-field~647,360 cells!is consistent with
the one of the parallel flow-field.

4 Validation
The mathematical model is validated on a wide range of oper-

ating conditions using data from experiments conducted at Los
Alamos National Laboratory, cf. Ticianelli et al.@22#. In their
work, the effect of temperature and of pressure on the cell
potential-current density behavior was investigated as part of a
comprehensive analysis of electrode kinetics of single cells.
Among other things, cell potential-current density measurements
were recorded at 323 K and 1/1 Atm~inlet pressure at anode/inlet
pressure at cathode!, 323 K and 3/5 Atm, 353 K and 3/5 Atm, for
Prototech electrodes~20 wt% Pt/C in supported electrocatalyst
plus 50 nm sputtered film of Pt, 0.45 mg/cm2 of Pt!, as shown in
Fig. 2. The numerical results in Fig. 2 were obtained from the
three-dimensional parallel flow-field. Corresponding geometry
data are given in Table 1, material properties and operating con-

Fig. 2 Comparison of numerical results with experimental re-
sults from Ticianelli et al. †22‡. Polarization curves for three dif-
ferent operating conditions: „1… 323 K, 1Õ1 Atm; „2… 323 K, 3Õ5
Atm; and „3… 353 K, 3Õ5 Atm

Table 1 Geometry data for the half-channel assembly repre-
senting the parallel flow-field

Current collector thickness~mm!* 0.762
Gas channel thickness~mm! @11# 0.762
Gas diffuser thickness~mm! @11# 0.254
Catalyst layer thickness~mm! @11# 0.0287
Membrane thickness~mm! @11# 0.230
Gas channel lengthL (mm)* 10.6681
Gas channel width~half-width! ~mm!* 0.762~0.381!
Current collector width~half-width! ~mm!* 0.762~0.381!

*assumed
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ditions are listed in Table 2 and Table 3, respectively. Material
properties of graphite are used for the current collector plates. The
reference current densities and Tafel constants listed in Table 3
were obtained by calibration at low current densities, because they
are not known from the experiment. Since the performance of the
cell is rate-limited at low current densities, this is a valid proce-
dure. The open-circuit potentials reported by Ticianelli et al.@22#
were used to determine the cell potentials.

The comparison shows good agreement between numerical and
experimental results, especially at 323 K and 3/5 Atm, 353 K and
3/5 Atm. For the case with 323 K and 1/1 Atm, cell performance
is over-predicted at current densities higher than 0.6 A/cm2. This
bound corresponds to the maximum power output of the cell. The
discrepancy is assumed to appear due to the fact that the current
mathematical model does not take into account effects caused by
water vapor condensation which are highest at the high current
densities. The presence of liquid water blocking the pores of the
gas diffusion and catalyst layers is expected to add additional
mass transport limitations@38–40#. At the higher temperature and
pressure levels, these limitations become significant at current
densities higher than 1 A/cm2 @22# due to enhanced species diffu-
sivities and electrochemical reaction rates.

5 Numerical Results and Discussion
In cells with ribbed flow distributors, the mass transfer rate to

and from the reacting zones under the current collector shoulders
is reduced compared to the mass transfer rate to zones under the
flow channels, due to longer diffusion paths. This phenomenon is
most prominent on the cathode side of fuel cells operated with air
and hydrogen due to the low diffusivity of oxygen in nitrogen. For
saturated inlet streams, the diffusivity of hydrogen in water vapor
is much higher and therefore the issue of mass transfer limitations
on the anode side is of minor importance. The limitations on the
cathode side manifest themselves in reduced oxygen mole frac-

tions, increased mole fractions of water vapor and increased over-
potential losses~activation and concentration! under the current
collector shoulders, as shown clearly in Figs. 3~b! and 4~b!. Ob-
viously, removal of water vapor from these regions is also limited.
Therefore, a higher saturation level is observed under the shoul-
ders which is expected to lead to further mass transfer limitations
due to pores clogged with liquid water which cannot be captured
since the current model does not account for condensation. There-
fore, the performance assessment of the porous flow distributors
with respect to the ribbed flow distributors is expected to be a
conservative one, especially at the higher current densities where
the saturation level is highest. It is shown in Figs. 3~a! and 4~a!
that the mole fraction of oxygen in the reacting zone under the
shoulders can be markedly smaller~approximately down to half!
compared to the concentration under the flow channels. In addi-
tion, a significant reduction in the oxygen concentration in the
downstream region of the serpentine flow distributor of Fig. 4~a!
is observed.

Replacing the traditional ribbed flow distributors with distribu-
tors made out of a porous medium eliminates the above mentioned
drawback of mass transfer nonuniformity, since the diffusion lay-
ers are continuously covered with the bulk flow through the per-
meable porous matrix. Therefore, the oxygen mole fraction and all
other quantities vary in the flow directionj3 only, cf. Fig. 5, and
not in the cross-directionj1 .

There are three key properties of the porous medium of the flow
distributors which need consideration in this context: porosity,
permeability, and effective electrical conductivity. High perme-
ability and porosity of the foam are required to avoid excessive
pressure drop in the flow-field. However, the higher the porosity,
the lower the effective electrical conductivity, which results in
increased Ohmic losses across the foam. Further, mass transfer
through the porous matrix is limited at lower porosities due to
reduced effective diffusivities, as a consequence of the Brugge-
man correction@see Eq.~15!#. Both, pressure drop and Ohmic
losses need to be minimized to maximize overall fuel cell effi-
ciency.

In order to explore the influence of each quantity parametric
studies have been performed on the porous flow distributors. It is
seen from Fig. 6 that the porous gas distributors can generate up
to 13% higher average current densities than the parallel flow-
field. This improvement is achieved for porosities higher than 0.7.
If the effective electrical conductivity of the foam is about two
thousandths of the conductivity of the solid material, then the
same average current density is obtained from the porous gas
distributors as from the parallel flow-field, for foam porosities
higher than 0.7. Mass transfer limitations due to reduction of foam
porosity can be neglected at porosities higher than 0.7 but become
important at lower values. If the electrical conductivity of the

Table 2 Material properties for the membrane-electrode as-
sembly and the current collector

Porosity of the diffusion layers,« @11,3# 0.4
Porosity of the catalyst layers,« @11,3# 0.4
Porosity of the membrane,« @11,3# 0.28
Permeability of the diffusion layers,k ~m2! @11# 1.76310211

Permeability of the catalyst layers,k ~m2! @11# 1.76310211

Permeability of the membrane,k ~m2! @11,3# 1.8310218

Tortuosity of the diffusion and catalyst layers,t @11,3# 1.5
Solid thermal conductivity

of the diffusion layers,ks (W m21 K21) @44# 169
of the catalyst layers,ks (W m21 K21) @44# 169
of the current collector,ks (W m21 K21) @44# 169

Solid electrical conductivity
of the diffusion layers,ss (V21 m21) @3,22# 53
of the catalyst layers,ss (V21 m21) @3,22# 53
of the current collector,ss (V21 m21) @44# 1.253105

Table 3 Operating conditions and kinetic constants

Anode Cathode

Relative humidity of inlet streams@11,3# 1 1
N2 /O2 mole fraction of dry air 0.79/0.21
O2 stoichiometric flow ratio@11# 2.8 A/cm2 equivalent
H2 stoichiometric flow ratio@11# 2.6 A/cm2 equivalent
Anodic transfer coefficientaa* 1/2 3/2
Cathodic transfer coefficientac* 1/2 3/2
Concentration exponentgH2

@18# 1/2
Concentration exponentgO2

@18# 1
Concentration exponentgH2O @18# 0
Reference current densitya2i 0

ref2/(cH2 ,w
ref )gH2* 2.923107 (A/m3)/(mol/m3)1/2

Reference current densitya1i 0
ref1/@(cO2 ,w

ref )gO2(cH2O,w
ref )gH2O#* 1.053103 (A/m3)/(mol/m3)

*calibration parameter
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foam is 103 times smaller than that of the solid matrix, Ohmic
losses are dominant compared to the losses caused by these mass
transfer limitations, as shown in Fig. 6.

Reticulated vitreous carbon~RVC! @41# is one example of a
potential material to be used as a porous fluid distributor, due to
its high electrical conductivity and low resistance to flow. It is
available down to a recommended thickness of 1.5 mm with a
maximum of 100 pores per inch~ppi!. The performance of reticu-
lated vitreous carbon~«50.9, 100 ppi,k51.7631029 m2, ss

51,250V21 m21) is marked by a cross-marker in Fig. 6.

Polarization curves for cells with the porous flow distributors
are given in Fig. 7 for different effective electrical conductivities
of the foam and constant foam porosity and permeability. For
performance assessment of the porous flow distributors, the nu-
merically obtained polarization curve of the parallel flow-field is
given in the same graph in conjunction with the corresponding
experimentally obtained curve@22#. These two curves are the
same as the lowest curves in Fig. 2. With increasing electrical
conductivity of the foam, the polarization curve is shifted upwards
and therefore higher cell power output is achieved. If the effective
electric foam conductivity is higher than about 0.2% of the con-
ductivity of the solid material, then the cell power output from the
porous gas distributors is higher than the one from the parallel
flow-field. At lower conductivities, Ohmic losses across the foam
increase such that the parallel flow-field becomes more advanta-
geous in terms of cell power output. The performance of reticu-
lated vitreous carbon is also shown as a specific example.

Phase change and transport of liquid water driven by pressure,
capillary, and gravity forces are not considered in the present
model. Consequently, transport of liquid water through the mem-
brane by means of electro-osmotic drag is also not accounted for.
The effect of electro-osmotic drag in the membrane is expected to
cause a higher water saturation level in the cathode catalyst layer
which may lead to further mass transport limitations for gas spe-
cies to the reaction sites due to enhanced blocking of pores by
liquid water@39#. Mazumder and Cole recently showed with their
three-dimensional mathematical model accounting for transport
and formation of liquid water@37,39#that in the investigated cases
the effect of electro-osmotic drag on cell performance is not sig-
nificant.

Pressure drops of 1.56 Pa~0.315 Pa!, 74.2 Pa~13.4 Pa!, and
9.40 Pa~1.92 Pa!are obtained for the cathode~anode!side of the
parallel, serpentine, and macro-porous flow-field~«50.9, k
51.7631029 m2, s51,250 V21 m21, U50.5 V), respectively.
Hence, pressure drop in the porous gas distributor is roughly an
order of magnitude higher than in the parallel flow-field but an
order of magnitude lower than in the serpentine flow-field. Experi-
mental and numerical studies on flow characteristics in metal
foams@42,43#also report that the pressure drop in flows through
high porosity porous foams is not prohibitingly high.

6 Conclusions
A thorough mathematical model describing the transport phe-

nomena in a PEFC has been presented and numerically solved. A
central point of the study was to investigate the performance of
porous flow distributors as a possible replacement for the cur-
rently used ribbed flow distributors of various shapes. As a con-
sequence, the solution of both porous and ribbed flow distributors
was accomplished, which allowed for the necessary comparisons.
Numerical results were validated against experimental data from
Ticianelli et al.@22#. Mass transfer limitations in cells with ribbed
flow-fields such as parallel and serpentine flow-fields were inves-
tigated. It has been shown numerically that porous gas distributors
are advantageous in terms of mass transfer and therefore exhibit
substantially higher cell performance. Reticulated vitreous carbon
has been suggested as one example of a potential porous material
to be used in this context. The replacement of ribbed flow-fields
with macro-porous gas distributors would also allow for a reduc-
tion in stack weight. Finally, the manufacturing cost could be
substantially reduced since the expensive process of machining
the ribbed flow-field would no longer be necessary.
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Nomenclature
Latin Letters

a 5 effective surface to volume ratio~m2 m23!
c 5 molar concentration~mol m23!

Di 5 binary diffusivity of i in a multicomponent mixture
~m2 s21!

Di j 5 diffusivity of the pair i 2 j in a binary mixture
~m2 s21!

d 5 average pore diameter~m!

F 5 Faraday constant, 96485.309~C mol21!
h 5 specific enthalpy of gas mixture~J kg21!
I= 5 identity matrix ~2!
i 5 electric current density~A m22!

i 0 5 exchange current density~A m22!
i 0
ref

5 reference current density~A m22!
iI 5 electric current density~A m22!
J 5 transfer current density~A m23!
jI i 5 diffusive flux of speciesi (kg m22 s21)
k 5 thermal conductivity~W m21 K21!
L 5 channel length~m!
M 5 molecular weight~kg mol21!
N 5 total number of species~2!

Fig. 4 Serpentine flow-field at 323 K, 1 Õ1 Atm, and UÄ0.3 V. „a… Distribution of the oxygen mole fraction x O2
in the middle

of the cathode diffusion layer „j2ÄÀ270.7 mm… . „b… Distribution of the overpotential hÄFsÀF f in the middle of the
cathode catalyst layer „j2ÄÀ129.35 mm… . „c… Distribution of the water vapor mole fraction x H2O in the middle of the
cathode diffusion layer „j2ÄÀ270.7 mm… . „d… Distribution of the relative humidity x H2Op Õp sat in the middle of the cathode
diffusion layer „j2ÄÀ270.7 mm…
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p 5 pressure~Pa!
qI 5 heat flux~W m22!
r i 5 reaction source term of speciesi (kg m23 s21)
R 5 universal gas constant, 8.314510~J K21 mol21!
T 5 temperature~K!
U 5 cell potential~V!
vI 5 mixture velocity~m s21!
xi 5 mole fraction of speciesi (2)

Greek Letters

aa 5 anodic transfer coefficient~2!
ac 5 cathodic transfer coefficient~2!
g 5 concentration exponent~2!
« 5 porosity ~2!
z 5 water activity~2!
h 5 overpotential~V!
k 5 permeability~m2!
l 5 water content in the membrane
m 5 dynamic viscosity~Pa•s!
r 5 mixture density~kg m23!

r i 5 mass concentration of speciesi (kg m23)
s 5 electrical conductivity~V21 m21!
t 5 tortuosity ~2!
t= 5 stress tensor~N/m2!
F 5 electric potential~V!
v i 5 mass fraction of speciesi (2)
Ã 5 collision diameter~Angstroem!

VD 5 collision integral~2!
Vm 5 collision integral~2!

Subscripts

avg 5 averaged
d 5 dimensionless

eff 5 effective
f 5 fluid
i 5 speciesi
j 5 speciesj

max 5 maximum
min 5 minimum

s 5 solid
sat 5 saturation
w 5 fluid-solid interface, wall

Superscripts

1 5 cathode
2 5 anode
ref 5 reference

Fig. 5 Porous gas distributor at 323 K, 1 Õ1 Atm, UÄ0.3 V,
«Ä0.9, kÄ1.76Ã10À9 m2, and sÄ1,250 VÀ1 mÀ1. „a… Distribu-
tion of the oxygen mole fraction x O2

throughout the cell „j1

Äconst.… . The picture is shrunk in the flow direction j3 . „b…
Distribution of the water vapor mole fraction x H2O in the same
plane. „c… Distribution of the relative humidity x H2Op Õp sat in the
same plane

Fig. 6 Average current density of a fuel cell with a porous gas
distributor for different effective electrical conductivities and
porosities « of the foam at 323 K, 1Õ1 Atm, UÄ0.5 V, and k
Ä1.76Ã10À9 m2. The effective electrical foam conductivity ss
is nondimensionalized with the electrical conductivity of the
solid material „125,000 VÀ1 mÀ1

…, i.e., sd
Äss Õ„125,000 VÀ1 mÀ1

…. The average current density i avg of
the cell with the porous gas distributor is nondimensionalized
with the average current density obtained from the parallel
flow-field operated at identical conditions, i.e., i avg, d
Ä i avg Õ„0.62 AÕcm 2

…. The position of a cell in which reticulated
vitreous carbon „«Ä0.9, 100 ppi… is used for the porous gas
distributors is indicated by the cross-marker

Fig. 7 Polarization curves. Comparison of the parallel channel
flow-field with the porous gas distributors for different effective
electrical conductivities ss of the foam at 323 K, 1Õ1 Atm,
«Ä0.9, kÄ1.76Ã10À9 m2 with sdÄss Õ„125,000 VÀ1 mÀ1

…. The
position of reticulated vitreous carbon „«Ä0.9, 100 ppi… is indi-
cated as a specific example
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Heat Transfer to Water-Oxygen
Mixtures at Supercritical Pressure
The constant pressure heat capacity and forced convection heat transfer coefficient of
water/oxygen mixtures were measured in a horizontal, smooth, electrically-heated tube.
For the supercritical pressure (25 MPa) considered, flow rates (0.76–2.04 kg/min), heat
fluxes (21–290 kW/m2) and temperatures (330–430°C), the flow in the 6.2 mm ID tube
was fully turbulent. The fluid was distilled water and up to 9 wt % oxygen. The water/
oxygen mixture and the above experimental conditions are relevant to supercritical water
oxidation systems (SCWO). At subcritical temperatures the oxygen/water mixture is al-
most immiscible and the flow is two-phase. Just below the critical temperature, the fluid
becomes single-phase. By measuring bulk and surface temperatures, for a given flow rate,
heat flux and oxygen content, both the heat capacity and heat transfer coefficient for the
mixture were measured. The water-oxygen system is a highly non-ideal mixture, and small
amounts of oxygen significantly reduce the temperature at which maximum heat transfer
occurs. Despite the multi-phase nature of the flow at temperatures well below the critical
temperature (i.e.,,360°C), the presence of small quantity of oxygen has little effect on
the heat transfer. At supercritical temperatures where the flow is single-phase and gas-
like, the presence of oxygen has little effect on the heat transfer coefficient. However, at
near-critical temperatures, the addition of small amounts of oxygen results in a dramatic
change in the heat transfer. Firstly, the magnitude and temperature for the peak heat
transfer decrease, consistent with changes in heat capacity. Secondly, heat transfer is
deteriorated at moderate heat flux, mostly but not exclusively on the top surface of the
tube. @DOI: 10.1115/1.1731329#

Keywords: Convection, Experimental, Heat Transfer, Multi-Component, Multi-Phase

Introduction
Supercritical fluids have found increasing application in indus-

trial processes. In recent years, supercritical water power systems
have received renewed interest with the need for greater power
plant efficiency@1#. Now, a wide range of chemical processes
such as particle formation, extractions and foam manufacture em-
ploy supercritical fluids such as CO2 and hydrocarbons. In chemi-
cal waste remediation, toxic organics are mixed with oxygen in
supercritical water~Supercritical Water Oxidation, SCWO!, re-
sulting in innocuous ‘‘combustion’’ products@2–5#. In most of
these applications, heat transfer to the process fluid occurs at su-
percritical pressure and sub- and supercritical temperatures.

The problem of forced convection heat transfer to a pure fluid
near the critical point received much attention from the 1950’s
@6,7# through the 1970’s, as reviewed by Hall@8#, Jackson and
Hall @9# and Polyakov@10#. The fundamentals are well under-
stood, and may be applied to supercritical CO2 , water or other
fluids, however numerical predictions of heat transfer near the
critical point remain unsatisfactory. Discrepancies in predictions
of heat transfer coefficient from different correlations are often a
factor of 2 or more for near-critical water@11#. This is partly
because the measurements lack accuracy, and also because the
measurements were correlated with water properties that have
changed over the years. For example, the conductivity of water at
23 MPa and 378°C differs by about 25 percent in the IAWPS-95
Scientific Formulation and the 1985 NBS Steam Tables@12#. Two
additional factors further complicate heat transfer near the critical
point. Firstly, in a variable property flow, fully-developed flow
may not be achieved even in a long tube with constant heat flux.
Secondly, the very large density differences and low viscosities in
a near-critical fluid give rise to buoyancy flows at surprisingly
high flow velocities in small tubes. For example, Bazargan@11#

applied the correlation of Petukhov et al.@13# to argue that in
occasions researchers have treated buoyancy-affected flows as
pure forced convection. He measured the onset of buoyancy-
affected heat transfer in the same test facility used in this paper.
For instance, at a flow rate of 0.78 kg/min (G5432 kg/m2/s) and
a heat flux of 300 kW/m2, heat transfer coefficients at the bottom
of the tube were over two times those on the upper surface for
sub- and near-critical temperatures.

Heat transfer to near-critical multi-component systems has re-
ceived much less attention. Knowledge of the heat transfer coef-
ficients for multi-component mixtures is needed to optimize heat
transfer equipment design in SCWO. Also, extreme corrosion and
fouling may occur in SCWO systems over a narrow range of
temperatures, often just below the critical temperature@5#. This
makes the prediction of the wall temperatures crucial. In this pa-
per, we examine heat transfer to water/oxygen mixtures at super-
critical pressure from sub to supercritical temperatures. The water/
oxygen mixture is of particular importance in SCWO, in which
the process fluid containing several percent of oxygen by weight
along with other compounds, may be heated at constant pressure
from room temperature to supercritical temperatures.

Accurate thermodynamic property data for water/oxygen mix-
tures are needed for modeling and correlation of experiments.
With appropriate property modeling, for single-phase supercritical
mixtures, one expects good agreement from pure-fluid correla-
tions. However, at subcritical temperatures, several phases may be
present, and close to the critical temperature, property modeling is
challenging. The only published PVTx data for supercritical pres-
sures were provided by Japas and Franck@14#. Measurements
were not made for the pressures most commonly encountered in
SCWO~23–26 MPa!, so it is necessary to either interpolate their
measurements directly or use a fitted equation of state~EOS!. For
example, Saur et al.@15# used an EOS developed by Christofora-
kos and Franck@16# to compute mixture density and heat capacity
at temperatures well above the critical temperature. Viscosity and
thermal conductivity were obtained as deviations from values for
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low density gases. Wang@17# calculated the phase boundary, con-
stant pressure heat capacity and density of water/oxygen mixture
using Hard Sphere and Redlich-Kwong-Soave~RKS! equations.
Oh et al.@18# calculated thermodynamic and transport properties
for SCWO fluids~water, ethanol, isopropyl alcohol, nitrogen, oxy-
gen, and carbon dioxide! using the RKS EOS. Although property
prediction in the near-critical regime remains very challenging,
previous work has established that the water-oxygen system will
be highly non-ideal at these conditions, and consequently very
sensitive to small changes in the oxygen fraction.

The effect of addition of few percent oxygen to water at super-
critical conditions is shown by examining Wang’s predictions at
25 MPa from the RKS EOS, optimized to fit the nearest data from
Japas and Franck~Fig. 1!. The phase curve divides liquid, vapor
and liquid-vapor regions from each other. Point C is the intersec-
tion of the critical curve with the 25 MPa plane. Curve AC and CE
represent the oxygen fraction in the liquid phase and the oxygen
fraction in the vapor phase, respectively. For example, at 310°C,
the vapor is approximately 58 percent oxygen by weight while the
liquid contains approximately 3 percent O2 . From the diagram it
is clear that at a few percent oxygen, at subcritical temperatures,
the mixture will have two phases. A mixture with 3 wt% oxygen
will have two phases at temperatures less than about 310°C, while
an 8 wt% oxygen mixture will have two phases for temperatures
less than about 370°C. There is considerable uncertainty in inter-
polating existing measurements for these conditions from Fig. 1.
Because of these uncertainties in mixture properties the experi-
mental data cannot be reduced to traditional non-dimensional
form ~i.e., Nusselt Number versus Reynolds Number!.

The UBC/NORAM SCWO pilot plant has been used in three
studies of water-oxygen mixtures. Rogak@19# reported heat ca-
pacity measurements showing that the addition of few percent
oxygen lowers the peak heat capacity and the pseudo-critical tem-
perature of the fluid; the temperature of maximum heat capacity.
This trend confirms available PVTx data and EOS modeling.
Boskovic@20# made heat transfer coefficient measurements in the
same system, and showed that the effect of oxygen on heat capac-
ity and heat transfer coefficients are nearly identical. This may be
because turbulent heat transfer coefficient depends very strongly
on heat capacity, and because fluid volumetric properties are cor-
related with heat capacity. The third study from which preliminary
results have been reported by Rogak et al.@21# uses significantly
better temperature calibration procedures and a more accurate
pressure control. The present paper includes the measurements in
@21#, but also adds new experimental results for broader range of
heat fluxes.

Experimental System

Process Configuration. The experiments were conducted in
the UBC/NORAM SCWO pilot plant~Fig. 2!. The main heat
transfer elements of the SCWO system were the regenerative heat
exchanger, two pre-heaters, the test section, the reactor, and the
process cooler. The process cooler was 6.1 m of 9.5 mm stainless
steel tube. All other tubing was made of Alloy 625~6.2 mm ID
and 9.5 mm OD!. An electrical current through the tube wall
provided the heat to the system. The power was supplied from
silicon-controlled rectifiers~SCR!.

A 550 L cylindrical storage tank supplied the system with dis-
tilled water. Water was pressurized with a triplex plunger pump
and oxygen was pressurized using an air-operated booster. The
power was transmitted from the SCR panel through two step-
down transformers to each preheater. The preheaters were con-
trolled separately from the SCR panel. The power to preheater 1
was adjusted manually while the power to preheater 2 was
equipped with a feedback temperature controller. Between the
horizontal preheater 2 and the test section was an insulated, un-
heated section of tube bending through 180 deg with a 0.25 m
bend radius. We note this because this bend and the bulk thermo-
couple probes are the only obstructions that might hinder the de-
velopment of stratified or slug flow prior to the test section. The
heating for the test section was achieved in the same way as for
the preheaters, but power control was always manual. The test
section was made from four horizontal tube sections. The two
main sections~1.52 m each!were electrically heated while two
shorter sections~0.3 m!, placed at the inlet and the outlet of the
test section, are not heated. All the surface and bulk thermo-
couples were located in the test section. The regenerative heat
exchanger is designed to recover approximately 30 kW of power
from the test section outlet. The tubing is insulated in 0.15
m30.15 m boxes of ceramic board.

Pressure Measurement and Control. The gauge pressure
was measured using a pressure transducer~GP50 model 211-C!,
located at the entrance to the test section. The output is a signal
ranging between 0–5 V proportional to the pressure. The pressure
transducer was calibrated using a digital calibrator~Cole Parmer
model 68036-Series!. The uncertainty of the pressure measure-
ment, considering errors in data acquisition, and variations in
pressure along the test section was approximately 0.1 percent.

In the work reported by Rogak@19# and Boskovic@20#, a con-
ventional TESCOM back-pressure regulator was used and accu-
rate pressure control was a problem. In this study, the pressure
was controlled with a custom gas-backed pressure regulator. This

Fig. 1 Phase diagram for the water-oxygen system at 25 MPa,
as predicted by the RKS Equation of State †17‡

Fig. 2 Process diagram for the UBC SCWO pilot plant „above…
and schematic of the first half of the test section „below…
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was constructed by modifying the conventional TESCOM back-
pressure regulator to operate with a high pressure nitrogen con-
nected to a conventional 2-stage regulator. Hysteresis caused by
O-ring friction in the conventional regulator was greatly reduced,
so that pressure variations during the course of an experiment
were less than 0.1 percent, even when the outlet flow varied.
Gas-backed regulators are available commercially, but we are not
aware of their use in the SCWO systems.

Temperature Measurement. All thermocouples used to
measure the surface and bulk temperatures in the test section were
of K-type thermocouples~Chromel-Alumel! with twisted shielded
extension wire. The surface temperatures were measured in 29
locations on the test section: 19 thermocouples were evenly
placed and spot welded to the top and bottom surface of the first
portion of the test section and 10 thermocouples were spot welded
only to the top surface of the second portion of the test section.
The bulk fluid temperature was measured in three unheated~iso-
thermal!portions of the test section. The bulk fluid thermocouples
were inserted inside the fluid through a high-pressure tee-fittings
such that the tip of the thermocouple was located at the center of
the test section. These fittings were placed at the inlet, outlet and
midsection of the test section. This setup provides an approximate
‘‘mixing-cup temperature,’’ and small errors resulting from the
cross-tube temperature profile are partially cancelled by calibrat-
ing thermocouples and heat flux using pure-water measurements.
The bulk thermocouples were calibrated by measuring the satura-
tion temperature of the pure water at known pressures. In this
procedure, the fluid temperature and pressure were set above the
critical temperature and pressure was decreased to values below
the critical pressure~without adjusting the total power input to the
system!. The fluid in the test section was in the saturated state
during the entire calibration procedure. The bulk thermocouple
measurements of the saturated water were compared with the
known saturation temperature for that pressure. The bulk measure-
ments were consistently 3–4°C higher than the saturation tem-
perature. Boskovic’s@20# heat capacity measurements indicated
that the measured temperatures were approximately 2°C higher.
This is essentially consistent with the 2-phase calibrations in this
study. For our recent measurements, the thermocouple readings
are corrected according to the calibration, resulting in a tempera-
ture uncertainty of no more than61°C and the ability to resolve
temperature differentials (Tw2Tb) of approximately 0.5°C.

Surface temperature measurements presented here have been
calibrated by adjusting the test section power until the corrected
bulk inlet and outlet temperatures difference was zero. At this
point, the net heat flux to the test section must be zero and all
surface temperatures should be the same as the bulk temperatures.
The temperature deviation was used to correct surface temperature
measurements. This procedure is not perfect, and therefore heat
transfer coefficients at low heat flux near the critical point, where
heat transfer coefficients are high, have a large uncertainty. For
example, a 0.5°C error in wall temperature would result in only 5
percent error whenh;7 kW/m2/°C and heat fluxQ570 kW/m2

but about 50 percent error whenh;70 kW/m2/°C.

Heat Flux Measurement. Heat flux to the water-oxygen
mixture was calculated relative to pure water measurements. Sys-
tem pressure, flow rate, inlet temperature and electric power in the
test section were fixed. The outlet temperature in the test section
was recorded and the heat flux into in the test section was calcu-
lated using the enthalpyi of pure water@20# as follows:

Q5ṁ~ i b,out2 i b, in! (1)

This procedure determines the net heat flux to the test section at
system parameters, therefore eliminating the need to estimate the
heat losses. In Boskovic’s MASc thesis@20#, a transient heat loss
model was calibrated against a pure water measurements with an
unheated test section. Boskovic’s results may have depended on
unmeasured details, such as the way insulation packing was

changed after servicing the test section. Considering these com-
plications, we decided to run pure-water calibrations every day
before investigating the water-oxygen mixtures. Using the well-
established IAPWS-95 water properties, it is possible to determine
an apparent heat flux for each temperature. Due to measurement
noise and thermocouple error, the apparent heat flux is not per-
fectly constant, but we observed no significant trend with tem-
perature~for the range 350–410°C! and therefore used the aver-
age heat flux for the subsequent experiments. Figure 3~a! shows
the water heat capacity calculated using a single value for the heat
flux. Averaged over the full temperature range, the measured heat
capacity must be close to the IAPWS-95 values, but the fact that
the measurements show the correct location for the peak heat
capacity provides some confidence in the measurements for the
water-oxygen mixture.

Flow Rate Measurement. The flow rate of cold water was
measured with a graduated cylinder and a stopwatch at the system
outlet. Oxygen flow was measured using a differential pressure
transmitter ~Foxboro model IDP10! installed across an orifice
plate downstream of the booster. The orifice was calibrated by
running the oxygen through a valve and a dry gas meter at atmo-
spheric pressure. The volumetric flow and transmitter output were
measured to an accuracy of about 1 percent during the calibration,
but variations in supply pressure and temperature during the ex-
periments increased the uncertainty to approximately 5 percent.

Heat Capacity Measurement. Heat capacity was calculated
as

Cp5Q/ṁ~Tb,out2Tb, in! (2)

whereQ is the power supplied to the working fluid,Tb,out is the
bulk temperature at the test section outlet andTb, in is the bulk
temperature at the test section inlet. The mean value of inlet and
outlet temperature was used as the nominal temperature for re-
portingCp values. It should be noted that for sub-critical tempera-
ture, two phases may exist. The thermodynamic state of the mix-
ture is nevertheless fixed by temperature, pressure and the overall
mole fraction, according to the Gibbs Phase Rule. Thus, the mea-
sured Cp incorporates the phase change enthalpy and the heat
capacity of each phase, but it is still a well-defined thermody-
namic property of the mixture.

Fig. 3 Measured heat capacity compared with the IAPWS cor-
relation for water †12‡. Flow rate can be found from Table 1 for
specified values of heat flux and oxygen content.
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Heat Transfer Coefficient Measurement. The thermo-
couples were welded to the outer surface of the tube. Technically
it is not feasible to measure the inner wall temperature in a small-
bore tube without affecting the flow pattern. Thus, the inside tem-
perature was estimated from outside temperature by solving the
radial heat conduction equation, assuming uniform heat genera-
tion in the tube and an insulated outer surface. The conductivity of
the tube wall was 14 W/m/K for the temperature range in this
study. The effect of this correction was to increase apparent heat
transfer coefficients by up to 30 percent, and the uncertainty in the
correction itself was possibly 30 percent, resulting in an uncer-
tainty of about 9 percent in heat transfer coefficient.

The local heat transfer coefficient depends on the local bulk
temperature. The bulk temperature was estimated from an energy
balanceQ5mD i , as follows:

D i 5Cp~Tb,~ j 11!2Tb, j !, Tb,i 115
QDx

LṁCp
1Tb,i (3)

whereCp is heat capacity for water-oxygen mixtures andTb,i and
Tb,( i 11) are bulk temperatures at axial positionj and j 11, respec-
tively, Q is power supplied to fluid,L is the heated test section
length, andDx axial distance between thermocouples. The bulk
temperatures were calculated assuming constant heat capacity
over the test section length. This linear interpolation resulted in an
error when the heat capacity varied significantly over the test sec-
tion length. In the worst case for the experiments reported, the
bulk temperature increases about 8°C along the test section length
and the heat capacity changed by almost 30 percent. Assuming a
linear variation in heat capacity, i.e., quadratic variation in tem-
perature, the error introduced by Eq.~3! can be shown to be about
0.3°C.

After determining the inside wall and bulk temperatures, the
local heat transfer coefficient was obtained by

h5
q

~Tw2Tb!
(4)

whereq5Q/A, andA is the heated area.

Results
Table 1 summarizes the experiments performed in the present

study. The experiments were performed at 25 MPa and water flow
rates of 0.76–2.04 kg/min. The heat flux varied from 21 kW/m2 to
290 kW/m2. Oxygen content in the flow varied from 3.1 percent to
8.3 percent of the overall flow rate. A typical experiment started
by setting water flow rate and the pressure of the system. The
system inlet temperature was then set to 300°C and the heat flux
in the test section was fixed. The oxygen was introduced into the
system and data were recorded. Then the inlet temperature to the
test section was increased in increments of 5, 10, or 20°C depend-

ing on the run. The experiments were carried out up to inlet tem-
perature of 450°C or when the surface temperature in the test
section exceeded 550°C.

Figure 3~b!shows the effect of addition of a small amount of
oxygen~about 3 percent!in the overall mixture heat capacity at 25
MPa. Compared to the heat capacity of pure water, theCp of the
mixture has been reduced and its peak temperature has shifted to
a lower temperature. TheCp measurements are only a function of
the oxygen content and insensitive to the test section power as
required of thermodynamic properties. Figure 3~c! ~8 percent to 9
percent O2) further illustrates this fact and shows further shifting
of the peakCp to lower temperature. Note that in Fig. 3~b! the
oxygen content for 290 kW/m2 measurements is 6.3 percent and
the temperature at which the peakCp occurs is consistent with the
trend in the measurements.

Figure 4 compares the top and bottom wall-bulk temperature
differences~proportional toh21) for low and high oxygen con-
tent, at a water flow of 0.78 kg/min and heat flux of 21 kW/m2.
The top and bottom tube wall temperatures are nearly same. The
effect of the oxygen is to lower the temperature at which mini-
mum temperature difference occurs. For reference, the position of
the maximum mixture heat capacity is shown on the graphs. The
minimum temperature difference is less than 1°C, and therefore
subject to significant uncertainty, but it is apparent that oxygen
has reduced the magnitude of the peak heat transfer coefficients.
Predictions from the pure water correlation of Swenson et al.@22#
are shown for comparison.

At 70 kW/m2 ~Fig. 5!, the temperature difference is much easier
to measure. Comparing Fig. 5~a!, ~b!, and~c! it is observed that
temperatures at the top of the tube are higher for subcritical bulk
temperatures for low oxygen content. However at higher oxygen
content the top and bottom temperatures show no difference. At
supercritical temperatures the top and bottom temperatures are the
same regardless of the amount of oxygen in the system. The most
striking effect of oxygen is to introduce a region of deteriorated
heat transfer on the top surface of the tube, at bulk temperatures
below whereCp is at maximum. There is no evidence of heat
transfer deterioration at the bottom surface for this heat flux. The
stratification of flow is the most plausible explanation for this
effect.

Figure 6 shows that at 150 kW/m2, the top/bottom temperature
differences for water are larger and extend to supercritical tem-
peratures. Again, the oxygen-water system shows more severe de-
teriorated heat transfer in the near critical region. The top/bottom
temperature differences exhibited by the water-oxygen system at
sub-critical conditions are less pronounced than for pure water.
This is surprising, because at these temperatures we can be con-

Table 1 Parameters of experiments reported in this study

Heat Flux
kW/m2

Flow Rate
kg/min

Oxygen
%

Pressure
MPa Run #

21 0.76 0 25.2 87–101
21 0.76 3.3 25.2 123–136
21 0.76 8.3 25.2 137–151
70 0.78 0 24.8 35–47
70 0.76 3.4 25.1 152–168
70 0.78 8.2 25.0 61–74

150 0.76 0 25.1 75–86
150 0.76 3.3 25.1 102–112
150 0.76 8.3 25.1 113–122
150 2.04 0 25.2 169–178
290 2.20 0 25.1 179–197
290 2.04 3.1 25.5 198–209
290 2.04 3.2 25.1 210–225
290 2.04 6.3 25.3 226–241

Fig. 4 Wall-bulk temperature differentials for low heat flux ex-
periments „21 kWÕm2

… at 0.78 kgÕmin water flow
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fident that the oxygen is present mainly as a separate phase with a
density 20 percent of the density of water. However, it should be
noted that the water flow has been held constant in these measure-
ments, so flow velocities for the mixtures are slightly higher than
for pure water. At this heat flux the heat transfer deterioration has
expanded to the bottom of the tube as is evident from the
graphs.

Figure 7 shows the effect of increasing the water flow to over 2
kg/min and increasing the heat flux to 290 kW/m2 ~near the maxi-
mum allowed by the facility!. As expected, the higher flow has
reduced the stratification for the pure water system. Surprisingly,
with oxygen present, the stratification at subcritical temperatures
is just as pronounced as at lower velocities, and now heat transfer
deterioration is more pronounced at the tube bottom. Although
there are only a handful of temperature measurements indicating
this deterioration, the magnitude of the deterioration is over 5°C,
and therefore very reliably detected by our system. Near-duplicate
runs ~b! and ~c! exhibit the same behavior.

Figure 8 presents all of the measurements more conventionally
as heat transfer coefficients. In order to make the graphs clearer,
the temperatures have been filtered with a moving box average.
The top surface temperatures are 8 point moving average while
the bottom surface temperature are 3 point averages. The differ-

ence in the number of averaged point between the top and bottom
is because there were three times as many thermocouples on the
top surface.

Measurements of Boskovic@19# also showed a hint of heat
transfer deterioration at subcritical temperatures, on the bottom
of the tube. Many of her runs showed distinct deterioration at the
top of the tube surface, although it was not clear at the time the
thesis was written whether this was real or an artifact of the
measurements.

The fact that there can be deterioration at the bottom of the tube
suggests that some mechanism other than density stratification is
involved. While it is possible that some fluid properties of the
mixture are changing abruptly at the point of deterioration, it

Fig. 5 Wall-bulk temperature differentials for moderate heat
flux experiments „70 kWÕm2

… at 0.76–0.78 kg Õmin water flow

Fig. 6 Wall-bulk temperature differentials for high heat flux ex-
periments „150 kWÕm2

…. Water flow rate is 0.76 kg Õmin except as
noted.

Fig. 7 Wall-bulk temperature differentials for high heat flux ex-
periments „290 kWÕm2

… at over 2 kgÕmin water flow

Fig. 8 Summary of heat transfer coefficients as a function of
oxygen content and heat flux. As shown in Table 1: experi-
ments at 21, 70, and 150 kW were run with approximately 0.78
kgÕmin water flow, while the experiments at 290 kW Õm2 were run
at 2.04 kgÕmin.
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should be noted that from equation of state modeling@16,17#,
mixture density and heat capacity vary smoothly, as they do for
pure water. Deterioration of heat transfer can occur in accelerating
flows, but this would not be expected for pure water at the con-
ditions of our experiment.

Multiphase flow effects are probably important for the subcriti-
cal temperatures. At the lower flow rate, the velocity is just under
1 m/s ~Re;40,000 for pure water!, while at the higher flow rate,
the velocity is just over 2 m/s~Re;100,000!. For these velocities
in a 6.2 mm pipe, traditional flow maps would suggest that slug
flow is present. As the critical temperature is approached, how-
ever, one expects the slugs to disperse as velocities increase and
inter-phase properties decrease. We believe that much more work
would be needed to model the flow in the near-critical region.

Conclusions
The constant-pressure heat capacity,Cp , and local forced con-

vection heat transfer coefficient,h, for supercritical water-oxygen
mixtures flowing inside horizontal smooth tubes were obtained
experimentally. Data were obtained for a pressure of 25 MPa and
water flow rates of 0.76 to 2.0 kg/min, at low heat fluxes of up to
290 kW/m2. Oxygen flow was 0 to 9 wt % of the total mixture
flow. For a given flow and power,Cp was determined from the
bulk temperature in a heated tube. The heat transfer coefficient
was determined from the difference in bulk and wall temperatures.

Despite the multi-phase nature of the flow at temperatures well
below the critical temperature~i.e., ,360°C!, the presence of
small quantity of oxygen has little effect on the heat transfer. At
supercritical temperatures where the flow is single-phase and gas-
like, the presence of oxygen has little effect on the heat transfer
coefficient. However, at near-critical temperatures, the addition of
small amounts of oxygen results in a dramatic change in the heat
transfer. Firstly, the magnitude and temperature for the peak heat
transfer decrease, consistent with changes in heat capacity. Sec-
ondly, heat transfer is deteriorated at moderate heat flux, mostly
but not exclusively on the top surface of the tube. This peculiar
effect is might be due to an altered~possibly, finer!distribution of
the two phases prior to complete miscibility, but without accurate
mixture properties, this hypothesis should be tested in experi-
ments measuring velocities and bubble distributions. Until the
phenomenon is better understood, engineers must be extremely
cautious when using conventional heat transfer correlations in
SCWO design.
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Transient Behavior of Crossflow
Heat Exchangers With
Longitudinal Conduction and
Axial Dispersion
Transient temperature response of the crossflow heat exchangers with finite wall capaci-
tance and both fluids unmixed is investigated numerically for step, ramp and exponential
perturbations provided in hot fluid inlet temperature. Effect of two-dimensional longitu-
dinal conduction in separating sheet and axial dispersion in fluids on the transient re-
sponse has been investigated. Conductive heat transport due to presence of axial disper-
sion in fluids have been analyzed in detail and shown that presence of axial dispersion in
both of the fluid streams neutralizes the total conductive heat transport during the energy
balance. It has also been shown that the presence of axial dispersion of high order
reduces the effect of longitudinal conduction.@DOI: 10.1115/1.1738422#
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Introduction
Heat exchangers are generally designed to meet certain perfor-

mance requirements under steady operating conditions. However,
transient response of heat exchangers needs to be known for de-
signing the control strategy of different HVAC systems, cryogenic
and chemical process plants. Problems such as start-up, shutdown,
failure, and accidents have motivated investigations of transient
thermal response in crossflow heat exchangers. It also helps the
designer to find a solution of the time dependent temperature
problems, essential for thermal stress analyses. Besides, transient
testing techniques are often adopted for determining the thermal
characteristics of heat exchangers. In these experiments one of the
fluid streams is subjected to a specified perturbation in inlet tem-
perature while the response at the outlet is recorded. Using this
information, thermal characteristics of heat exchangers can be
predicted if a suitably developed mathematical model is available.

In the past few decades numerous attempts have been made for
modelling the dynamic behavior of heat exchangers. The research-
ers not only considered heat exchangers of different types but also
proposed various methodologies. A pioneering effort@1# for mod-
elling the dynamic behavior of an air-to-gas plate-fin type cross-
flow heat exchanger has been done. Based on a number of sim-
plified assumptions like negligible local heat storage in the gas
and air stream, the energy balance equations were formulated and
solved using finite difference technique taking a specific example.
The basic set of three differential equations for the simulation of
transient heat exchange in a crossflow heat exchanger was pro-
posed@2# and five independent nondimensional parameters were
identified. Next one of the fluids is assumed to be mixed, which
renders the temperature variation in that stream one-dimensional
and greatly simplifies the problem. Further simplifications were
sought assuming a large wall capacitance and finally an approxi-
mate analytical solution was obtained using integral heat balance
technique.

Based on the basic model@2# different researchers have ana-
lyzed the transient response of crossflow heat exchangers relaxing
one or more number of approximations. A step change of inlet
temperature was considered and solution was obtained by finite

difference technique using a transformation of variables@3,4#.
While infinite capacitance of one of the fluids was assumed in the
former work, large wall capacitance was considered in the latter.
On the other hand an analysis@5# has been forwarded for fluid
streams of negligible capacitance subjected to step, ramp, and
exponential inputs. They studied the effect of longitudinal conduc-
tion in the separator sheet and observed a deterioration of thermal
performance of the heat exchanger.

Parallel efforts were also made to find out the dynamic response
of heat exchangers analytically, using Laplace transform tech-
nique. The response of gas-to-gas heat exchanger with large core
capacitance in case of step input have been analyzed@6,7#. The
work has been extended@8# and the two-dimensional temperature
response as integrals of modified Bessel’s function in space and
time for a transient response with any arbitrary initial and inlet
conditions were obtained. The results were presented for step,
ramp, and exponential inputs. Later the assumption of large wall
capacitance is relaxed@9,10# and the temperature response was
derived for a deltalike perturbation in temperature as well as step
input. The solution is again simplified@11# for the limiting case of
small capacitance of the fluid stream compared to the core.

In all of the above works the transient response has been ob-
tained by two or three-fold Laplace transform. Next the tempera-
ture fields have been obtained by inversion of the resulting
Laplace equations. The task of inverting the transformed tempera-
tures in the physical domain becomes progressively difficult with
the increase in the number of simultaneous equations as well as
independent variables. This has motivated the investigators to use
single Laplace transform along with numerical inversion. A single
Laplace transform is used in conjunction with the power series
technique for determining the response of crossflow heat exchang-
ers with large and finite core capacitance respectively@12,13#.

So far all the analysis made for the prediction of dynamic be-
havior of crossflow heat exchangers are based on the assumption
of ideal plug flow. However, in reality the flow field will have
nonuniformities in the form of eddies, turbulent fluctuations and
recirculating as well as stagnant fluid zones. This presents a sig-
nificant deviation from the plug flow, but cannot also be consid-
ered as a situation where complete longitudinal mixing is present.
The thermal dispersion phenomena in the fluid closely resemble
conduction of heat with different time and space scales. The space
and time scales of thermal dispersion are small compared to the
dimension of the heat exchanger and the time scale of convective
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transport. An approximate analysis of the real situation can be
made assuming a Fourier type apparent axial conduction. The
axial dispersion model for the transport of mass in a fluid flowing
through a conduit was originated@14# and analyzed in general
@15#. Exploiting the similarity between heat and mass transfer this
model was extended for thermal transport and was implemented
for the analysis of regenerators@16# and heat exchangers@17,18#.
All of these studies report a significant change in the heat ex-
changer performance, if the effect of axial dispersion is included.
An analytical solution@19# was given for the temperature effec-
tiveness and temperature distribution in crossflow heat exchangers
with axial dispersion in one fluid. This analysis shows that the
influence of axial dispersion on temperature effectiveness is sig-
nificant for Pe,20, particularly when the heat exchanger is in
balanced condition. Further, the effect increases with the increase
in NTU.

The present work investigates the transient performance of a
direct transfer, single pass crossflow heat exchanger. The tempera-
ture response of the fluid streams as well as the separator plate has
been obtained by solving the conservation equations by finite dif-
ference formulation for step, ramp as well as exponential variation
in the hot fluid inlet temperature. The analysis has been done for
the generalized case of unmixed fluid streams and finite capaci-
tances of fluids and metal wall. Effect of various parameters par-
ticularly the two-dimensional conduction in wall, axial dispersion
in fluids as well as their combined effect on the dynamic perfor-
mance of the heat exchanger has been studied over a wide range.

Mathematical Formulation
A direct-transfer, two-fluid, crossflow, multilayer plate-fin heat

exchanger is shown schematically in Fig. 1~a!. The two fluids
exchange thermal energy through a separating solid plate while
flowing through this heat exchanger in directions normal to each
other. The hot stream is subjected to a specified temperature varia-
tion at the inlet, while the cold stream enters the heat exchanger
with a known constant temperature. Following assumptions are
made for the mathematical analysis:

1. Both the fluids are single phase, unmixed and do not contain
any volumetric source of heat generation.

2. The exchanger shell or shroud is adiabatic and the effects of
the asymmetry in the top and bottom layers are neglected. There-
fore the heat exchanger may be assumed to comprise of a number
of symmetric sections as shown by dotted lines in Fig. 1~a! and in
details in Fig. 1~b!.

3. The thermo-physical properties of both the fluids and wall
are constant and uniform.

4. The primary and secondary areas of the separating plate
have been lumped together, so that the variation of its temperature
is two-dimensional.

5. The thermal resistance on both sides comprising of film heat
transfer coefficient of primary and secondary surfaces and fouling
resistance are constant and uniform.

6. Dispersion coefficient of the fluid streams remains constant.
7. Heat transfer area per unit base area and surface configura-

tions are constant.
8. Variation of temperature in the fluid streams in a direction

normal to the separating plate~z-direction!is neglected.

Conservation of energy for wall and the two fluid streams con-
sidering longitudinal conduction in separating sheet and the axial
dispersion in fluids can be expressed as follows:

MC
]tw

]t
5~hA!a~ ta2tw!1~hA!b~ tb2tw!1kdLaLb
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Equations~1!–~3! can be expressed in nondimensional form as
follows:
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where nondimensional terms are defined as
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Fig. 1 Crossflow heat exchanger „a… schematic representa-
tion, and „b… symmetric module considered for analysis
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lb5
kdLa

Lb~mc!b

Axial Dispersive Peclet number, Pe5
~mc!L

AcD

NTU is defined as

1

NTU
5CminF 1

~hA!a
1

1

~hA!b
G (7)

Further,Na andNb can be expressed as a function of nondimen-
sional heat exchanger parameters namely number of transfer units
~NTU!, conductance ratio~R!, and capacity rate ratio@E
5(mc)b /(mc)a#. For Ca5Cmin

Na5NTUF11
1

RG , Nb5
NTU

E
~R11! (8)

and forCb5Cmin

Na5ENTUF11
1

RG , Nb5NTU~11R! (9)

The initial temperature of the hot fluid, cold fluid and the separat-
ing sheet are all equal to the ambient temperature, and so also the
inlet temperature of the cold fluid. Then Eqs.~1!–~3! are subjected
to

Ta~X,Y,0!5Tb~X,Y,0!5Tw~X,Y,0!50 (10)

Assuming the adiabatic boundary conditions at the fluid exit and
at the edges of the separating sheets

]Ta~X,Y,u!

]X U
X5Na

50, (11)

]Tb~X,Y,u!

]Y U
Y5Nb

50, (12)

]Tw~X,Y,u!

]X U
X50

5
]Tw~X,Y,u!

]X U
X5Na

5
]Tw~X,Y,u!

]Y U
Y50

5
]Tw~X,Y,u!

]Y U
Y5Nb

50 (13)

Inlet temperature of hot fluid is subjected to an external perturba-
tion as

Ta~0,Y,u!5f~u!, (14)

while inlet temperature of cold fluid remains unchanged as

Tb~X,0,u!50. (15)

Solution may be obtained for any arbitrarily specified tempera-
ture functionf~u!. However, dynamic response of heat exchanger
is generally looked for step, ramp and exponential variation of
temperature. Such variation may occur during operations or they
may be especially created for the purpose of transient testing of
heat exchangers. Though a ramp or an exponential function gives
a continuous increase in temperature, such an increase for a pro-
longed duration is not feasible in reality. For instance the initial
temperature rise may have the ramp or exponential nature in both
designed and unforeseen transients, but the maximum value of
temperature rise will generally not be unlimited. This aspect has
not been considered by earlier researchers@5,9#, who have con-
sidered the continuous increase of temperature during the entire
period of operation for both ramp and exponential functions. In
the present case instead of continuous increase a limit of maxi-
mum temperature has been provided. The functional form off~u!
is expressed as follows:

f~u!55
1; for step input

Fau, u<1

1, u.1
; for ramp input

12e2au; for exponential input

(16)

wherea is assumed to be unity in the present analysis.
The pictorial representation of the inlet temperature functions

both as considered by the earlier researchers and as taken in the
present work are depicted in Fig. 2.

Method of Solution
The conservation equations are discretised using the implicit

finite difference technique@20#. Forward difference scheme is
used for time derivatives, while upwind scheme and central dif-
ference scheme are used for the first and second-order space de-
rivatives, respectively. The difference equations along with the
initial and boundary conditions are solved using Gauss-Seidal it-
erative technique. The convergence of the solution has been
checked by varying the number of space grids and size of the time
steps. It has been observed that the space grids 50350 along with
time steps 50 give the grid independence. The solution gives the
two-dimensional temperature distribution for both of the fluids as
well as the separator plate. Additionally, one may calculate the
mean exit temperatures as follows:

T̄a,ex5
*0

NaTa,exudy

*0
Naudy

and T̄b,ex5
*0

NbTb,exvdx

*0
Nbvdx

(17)

To check the validity of the numerical scheme, the results of the
present investigation have been compared with available analyti-
cal results. For balanced gas-to-gas crossflow heat exchangers, the
variation of exit temperature is available@8# in the absence of core
longitudinal conduction and fluid axial dispersion for a conduc-
tance ratio of 1 using Laplace transform. Figure 3 depicts excel-
lent agreements between the results of present investigation and
those obtained analytically@8# for step, ramp and exponential in-
puts. It needs to be mentioned that for the comparison of the
results the definition of ramp and exponential inputs prescribed in
the present work has not been followed. They have been taken as
suggested in@8#.

Results and Discussions
Performance of the heat exchanger was studied over a wide

range of parameters as well as for a sufficient time duration so that
steady state conditions are obtained for each individual excitation.
The results have been obtained for the range of NTU from 1 to 8,

Fig. 2 Schematic representation of perturbation †f„u…‡ in inlet
temperature of hot fluid
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l from 0 to 0.025, Pe from 1 tò , V from 0 to 10, E from 0.5 to
2, and R from 0.1 to 10. Some of the salient results are discussed
below.

Two-Dimensional Temperature Distribution. The tempera-
ture of the fluid streams as well as separator plate will continu-
ously change inx-y plane till the heat exchanger attains steady
state. The temperature profiles at any intermediate time steps can
be obtained with the help of present scheme. Figure 4 shows some
typical results of temperature variation of the wall and the two
fluids atu51 for different input functions.

As the instantaneous value off~u! decides the hot fluid inlet
temperature, it is 1 for both step and ramp functions, while it is
much lower for exponential function atu51. Thereafter for all the

three cases the hot fluid temperature decreases gradually till it
reaches the exit plane. Interestingly, the exit temperature of the
hot fluid is highest in case of step input, lowest in ramp input,
while it has some intermediate value for exponential input. This
indicates the temperature variation for exponential input is more
uniform compared to the previous two cases. The wall tempera-
ture at the inlet plane of hot fluid is highest for step input, while,
ramp and exponential cases are in diminishing order. The cold
fluid temperature builds up gradually, as it receives the stored
thermal energy from the separating sheet. In the present example
cold fluid temperature is more or less uniform over the entire area
and is marginally different from its inlet value. This is due to the
fact that time stepu51 considered here is too small to produce
any appreciable change in the temperature of the cold stream.
However, the effect of input disturbance can still be appreciated as
one may note relatively higher temperature in case of step input,
the highest point of temperature being at corner D~Fig. 1~b!!. The
similar profiles can be drawn for different time levels, which can
give the complete insight of the temperature variation at different
portion of the heat exchanger at transient condition. The tempera-
ture profiles may be useful in thermal expansion and stress analy-
sis needed for the mechanical design of the heat exchanger. The
variation of plate temperature is of particular interest for mechani-
cal design.

Effect of Aspect Ratio. The effect of NTU on the transient
performance of crossflow heat exchanger has been studied by
most of the researchers@5,9#. However, the ratio of the length to
breadth or the aspect ratio may influence the transient perfor-
mance of such heat exchangers even if NTU is kept constant.
Such investigation for crossflow heat exchangers has so far not
been made. From Eqs.~8!–~9! and the definition ofX andY, the
aspect ratio of the heat exchangerY/X can be equated toNb /Na
and hence toR/E. Thus forE51, the effect of change inR will
also give the effect of change in aspect ratio of the heat exchanger
as shown in Fig. 5 for step, ramp and exponential inputs at differ-
ent time levels. Figure 5 shows that with the increase in aspect
ratio, i.e., the length of travel of cold fluid, the steady-state con-
dition is reached early by both the fluid streams for a step input.
This can be understood as the reduction in flow length/area of hot
fluid, gives smaller area of heat transfer available for the fluid
where disturbance is provided. Similar results are also observed
for ramp and exponential inputs.

Effect of Heat Capacity Rate Ratio. As temperature tran-
sients are imparted to hot fluid, which has a higher heat capacity,
the effect of disturbances will die out easily forE,1, i.e., when
(mc)a.(mc)b . Or in other words the cold fluid with a lower
thermal capacity will behave like a gas following the transients of
the other fluids closely and will reach the steady state within a
small duration. This behavior is depicted for step input in Fig. 6.
Temperature responses for ramp and exponential inputs are not
much different from those shown in this figure. A few more im-
portant observations may also be made from this figure. The dif-
ference between the exit temperatures of the two streams in-
creases both during transient and at the steady state for a low
value of heat capacity rate ratio. However, this effect diminishes
very quickly with the increase inE. At a low value ofE, the
crossflow heat exchanger may exhibit an interesting behavior. As
the temperature of the cold stream increases rapidly, at the begin-
ning of the transients cold stream exit temperature may be higher
than that of hot stream though at the steady state there is a reversal
of this. This crossover of temperature curves for bothE51 and 2
can be noticed from Fig. 6 for step change in input. Similar be-
havior is obtained for ramp and exponential responses due to spe-
cific nature of the input functions.

Effect of Heat Capacity Ratio. When the heat capacity ratio
(V5LAcrc/MC) is small the effect of wall thermal capacity is
more and the time taken to transfer the heat from one fluid to the
other is less, so the mean exit temperature of the fluids quickly

Fig. 3 Comparison of the solutions with the analytical results
†8‡: „a… step, „b… ramp, and „c… exponential inputs for EÄRÄ1,
VÄlÄ0, and PeÄ`
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reaches the steady state value. As the capacitance ratio is in-
creased, more time is taken by the fluid to reach the steady state
~Fig. 7~a!!. In the presence of longitudinal conduction in wall and
axial dispersion in fluids the effect of change of heat capacity ratio
is not that much predominant~Fig. 7~b!!. The difference in mean
exit temperatures due to increase inV is less and also it takes
much smaller time to reach to its steady state value compared to
the case when the effect of core longitudinal conduction and the
fluid axial dispersion is absent. The effect is similar for step, ramp
and exponential inputs.

Effect of Axial Dispersion. Nonuniformity in flow at the mo-
lecular level comes into picture due to eddy diffusion in the axial
direction. This effect may be taken care of by modifying the ideal
plug-flow model. An apparent axial heat conduction or axial dis-
persion term is introduced into the energy balance. Due to pres-
ence of molecular conductivity and conductivity due to eddy dif-
fusion, an apparent heat conductivity or diffusion coefficient is
considered, which leads to a dimensionless parameter termed as
axial dispersive Peclet number (Pe5mcL/AcD). A smaller value
of Pe corresponds to a highly dispersive flow and Pe→` leads to
the ideal plug flow model, while Pe other thaǹrepresents axial
dispersion in the fluid stream. One of the aims of the present work

is to study the effect of axial dispersion of the fluids on the dy-
namic performance of heat exchangers in details. In the presence
of axial dispersion there is an additional mode of heat transport in
the direction of fluid flow. This not only changes the local and
spatial temperature of the fluid streams, but may also have a sig-
nificant effect on the energy balance. It is of particular interest to
study the effect when the Peclet numbers are different for the two
fluid streams. In the limiting condition this may lead to a situation
when one of the fluids may have a high axial dispersion, while the
effect is absent~Pe5`! in the other fluid.

In general the designers try to select the dimensions of the heat
exchangers such that maximum exchange of energy takes place
between the streams. This will result in a small temperature gra-
dient in the individual fluid streams at the exit of the heat ex-
changer. It is the usual practice to impose a zero flux condition at
the exit of the heat exchanger. Thermal energy will be transported
away from the heat exchanger only through advection, whereas at
the entry to the heat exchanger ‘‘conductive’’ heat transport will
also be present. An elaborate study of these effects on the perfor-
mance of crossflow heat exchangers has been made and the salient
results are presented below.

The effects of variation of Pe on dynamic behavior of hot and

Fig. 4 Two-dimensional temperature distribution of „a… hot fluid, „b… wall, and „c… cold fluid at time uÄ1, for
„A… step, „B… ramp, and „C… exponential inputs with EÄRÄVÄPeÄ1, NTUÄ2, lÄ0.025 with no flow transients
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cold fluids can be studied from Fig. 8. In the first investigation
both the fluid streams are assumed to have identical Pe~Fig. 8~a!!.
On decreasing Pe, the mean exit temperature of hot fluid increases
showing reduction in the amount of heat transfer. Pe51 leads to
highly dispersive condition. The phenomena in the cold fluid is
same in the initial phase, afterwards the mean exit temperature
decreases with the reduction in Pe, which again indicates the less
amount of heat transfer and in turn, deterioration in performance.
The amount of deterioration in cold fluid is comparatively less
compared to that in hot fluid in all the cases. Due to the phenom-
ena involved with axial dispersion as described earlier, the fluid
exit temperatures reach the steady state faster at low Pe, i.e., with
high axial dispersion. The behavior is similar for step, ramp and
exponential inputs. For a quick assessment of the energy balance
one may refer to Fig. 8~a!in which the hot and the cold fluid
temperatures are separately depicted on left and right hand co-
ordinates respectively. For all the values of Peclet number, to start

with, the exit temperatures of the fluid streams exhibit a large
difference indicating sufficient storage of thermal energy in the
separating plate. Gradually, as one approaches towards steady
state this difference decreases. For Pe51 it may be noted that the
exit temperature curves coincide with each other indicating attain-
ment of steady state whereTa,ex50.638 andTb,ex50.355 ~at
u510!. Summation of these two temperatures tends to unity,
which indicates that convective heat gain of one of the fluids is
perfectly balanced by convective heat loss of the other. Though
longer duration is needed to reach the steady state~as depicted in
Fig. 8~a!!convective heat balance is satisfied in all the cases~not
shown in the figure!. From Fig. 8~b!it can be seen that convective

Fig. 5 Effect of aspect ratio „YÕX… on mean exit temperature of
both the fluids with „a… step, „b… ramp, and „c… exponential in-
puts without longitudinal conduction and axial dispersion

Fig. 6 Effect of heat capacity rate ratio on mean exit tempera-
ture of both the fluids for step input

Fig. 7 Effect of fluid capacitance ratio on step response of
mean exit temperature of hot and cold fluids „a… without longi-
tudinal conduction and axial dispersion, and „b… with longitudi-
nal conduction and axial dispersion
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heat balance is satisfied when Peclet number of both the fluid
streams are of the same order. This includes all the cases from
high axial dispersion to zero axial dispersion. However, when the
axial dispersions are of different magnitudes in the fluid streams
energy balance cannot be obtained considering only the convec-
tive heat transfer.

In practice the axial dispersive Peclet number of the fluid
streams may have different values. To study the effect two differ-
ent situations are considered. In the first case axial dispersion is
present only in hot fluid while in the second case axial dispersion
is present only in cold fluid. A part of the energy will be trans-
ported by conductive transport from or to the fluid having an axial
dispersion. The value of conductive heat transfer will decrease
with Peclet number as shown in Fig. 9. The hot fluid entering the
heat exchanger gain energy due to this phenomenon, while the
entering cold fluid will lose energy. It may be noted that at a
particular Pe, the gain is equal to the loss. This gives a perfect

convective heat balance as shown in Figs. 8 and 10. In Fig. 10 the
cold fluid exit temperature has been plotted as a function of hot
fluid exit temperature. A diagonal joining the corners~1,0! and
~0,1! has been drawn. When the steady state is located in this
diagonal, a convective heat balance is indicated between the two
streams. This is the case when both the fluids have identical Peclet
numbers~points A and H in the figure!. When axial dispersion is
absent in the fluids, the steady state located at point A indicates
the minimum cold fluid exit temperature and the maximum exit
temperature for the hot fluid for cases when both the streams are
having identical Peclet numbers. With the decrease of Pe, exit
temperature of cold fluid increases, while there will be an equal
decrease in the exit temperature of hot fluid. A theoretical bound
of the exit temperatures for such cases may be obtained from
point A to R.

When the Peclet number of the fluids are not identical, the
steady state will not be located on AR. When axial dispersion is
present only in the hot fluid some additional amount of thermal
energy will enter the stream due to temperature gradient at the
inlet of the heat exchanger. Finally, a large portion of it will be
transferred to the cold stream. The steady states~D,F,I! will be
located on a line AQ indicating an increase in the cold fluid exit
temperature. On the other hand if axial dispersion is present only
in the cold fluid, it will lose certain amount of thermal energy
while entering the exchanger. This will reduce the mean exit tem-
perature of the cold fluid and will locate the steady-state positions
on a line AP below AR. Therefore, Fig. 10 gives a convenient way
of representing steady state operation of a crossflow heat ex-
changer in the presence of axial dispersion. The steady states will
be located on a space bounded by the lines AP, PR, RQ, and QA.
Line AR denotes identical Peclet numbers for both the fluids,
value of Pe decreasing from A to R. AQ and AP are lines of
infinite Pe for the hot and cold fluids, respectively. When axial
dispersion of different orders are present in hot and cold fluids, the
steady state will be located either inDAQR or in DAPR. For
example, G is located insideDAQP; it indicates the steady state
for Pea,Peb . On the other hand E indicates the reverse situation.

Longitudinal Conduction in Wall. Longitudinal conduction
in case of conventional heat exchangers is often an insignificant
effect. But for compact heat exchangers used in cryogenics and
similar applications, it may result in serious performance deterio-
ration. It has been shown@9# that for crossflow heat exchanger the
deterioration is significant only at higher NTU’s~8 or more! and it
increases with the increase in NTU. As the NTU values are very
high for cryogenic heat exchangers~sometimes as high as 500!
because of high effectiveness, consideration of longitudinal con-
duction becomes essential in such equipments. Moreover, cryo-
genic and other compact heat exchangers have short conduction

Fig. 8 Effect of axial dispersive Peclet number, Pe on mean
exit temperature of both the fluids

Fig. 9 Conductive heat transfer due to axial dispersion in any
of the fluid streams

Fig. 10 Mean exit temperature of hot and cold fluids due to
axial dispersion for step change in hot fluid inlet temperature
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lengths, which further enhances the effect of longitudinal conduc-
tion. In spite of the above facts extensive investigation has not
been made to study the effect of longitudinal conduction on dy-
namic performance of compact crossflow heat exchangers. The
sole work on this aspect is due to@9#, which gives the effect of
longitudinal conduction assuming large core capacity and negli-
gible axial dispersion. In the present study it is intended to inves-
tigate the effect of longitudinal conduction in the presence of axial
dispersion as well as for finite value of the core capacitance. Fig-
ure 11 depicts the response of crossflow heat exchanger in the
presence of core longitudinal conduction and axial dispersion for
different values of core capacity. Though the mean exit tempera-
tures at steady state are identical in all the cases, temperature of
both the fluid streams exhibit significant difference in the transient
phase for a change of capacitance ratio from 10 to 1. This clearly
shows the effect of core capacitance on the performance of heat
exchanger. It is interesting to note that the effect of capacitance
ratio reduces as its value is decreased. Moreover, at a low value of
capacitance ratio steady state is reached much faster.

From the previous figure it has been seen that the axial conduc-
tion in the wall influences the performance of the heat exchanger
during the transient period. However, the combined effect of lon-
gitudinal conduction and axial dispersion is not clear from this. To
study the combined effect of both these phenomena transient re-
sponse of the heat exchanger was computed for the four cases
namely ~i! without longitudinal conduction and axial dispersion,
~ii! with longitudinal conduction only,~iii! with both longitudinal
conduction and axial dispersion, and~iv! with axial dispersion
only. The changes in mean exit temperatures for the case~ii! and
~iv! with respect to the case~i! and ~iii! respectively have been
computed. As the results obtained for step, ramp and exponential
excitation depict similar trend, only step response has been pre-
sented in Fig. 12. Effect of longitudinal conduction is different for
hot and cold fluids. In both the cases the effect of longitudinal
conduction becomes prominent with the increase in NTU. In gen-
eral, Initially the mean exit temperature of hot fluid increases at a
rapid rate in the presence of longitudinal conduction. Subse-
quently, it decreases and ultimately reaches to steady-state value.
This gives a peak at all the values of NTU. It signifies that the
effect of longitudinal conduction cannot be neglected during the
transient conditions. Presence of axial dispersion along with lon-
gitudinal conduction gives the same behavior but the magnitude
of the change is much smaller than that with pure longitudinal
conduction.

The mean exit temperature of cold fluid exhibits a more com-
plex behavior in the presence of axial dispersion. In general, there
is decrease in the cold fluid exit temperature in the presence of
longitudinal conduction. The relative change in temperature dur-
ing the initial period of transients is more. Numerical value of the
change in cold fluid exit temperature initially increases and then
decreases finally leading to a steady-state value. In the presence of

axial dispersion the change in temperature first increases posi-
tively and finally assumes a small negative value. Axial dispersion
in the cold stream diminishes the effect of longitudinal
conduction.

Conclusion
A numerical scheme has been developed for determining the

transient behavior of crossflow heat exchangers using finite-
difference method. Dynamic performance of the heat exchanger
has been studied in response to step, ramp, and exponential exci-
tation given to the inlet temperature of the hot fluid. Contrary to
the conventional practice ramp and exponential input functions
have been modified so that they reach a predefined maximum
within a stipulated time period and then remain constant. The
modified functions represent the transients generally observed in
practice. Transient behavior has been obtained for a combined
effect of finite core capacity, two-dimensional longitudinal con-
duction in wall and axial dispersion in fluids. Two-dimensional
temperature distributions of the two fluids and the separating sheet
may be obtained from the simulation to form the basis of detailed
mechanical design. Conductive heat transport due to the presence
of axial dispersion in fluids have been analyzed in detail and
shown that presence of axial dispersion in both the fluid streams
neutralises the total conductive heat transfer during the energy
balance. It has also been shown that the presence of axial disper-
sion of high order reduces the effect of longitudinal conduction up
to some extent. It has been observed that the longitudinal conduc-
tion plays an important role with the increase in NTU, similarly
fluid axial dispersion is important when Pe is smaller. Both the
conditions are very common in the case of compact crossflow heat
exchangers having small sizes and working at high NTU and low

Fig. 11 Effect of capacitance ratio on step response of hot and
cold fluid mean exit temperatures

Fig. 12 Change in exit temperature of „a… hot and „b… cold fluid
due to longitudinal conduction with and without fluid axial dis-
persion for step input
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values of Reynolds number. The detailed study of transient per-
formance of crossflow heat exchangers will be useful for the de-
tailed thermal and mechanical design and control of systems hav-
ing such heat exchangers at different practical situations.

Nomenclature

A 5 area of heat transfer, m2

Ac 5 area of cross-section, m2

c, cp 5 specific heat of fluid, J/kg-K
C 5 specific heat of the wall material, J/kg-K
D 5 diffusion coefficient, W/m-K
E 5 capacity rate ratio5(mc!b /~mc!a
G 5 mass flux velocity, kg/m2-s
h 5 heat transfer coefficient, W/m2-K
k 5 thermal conductivity of the separating sheet, W/m-K
L 5 heat exchanger length, m
m 5 mass flow rate of fluid, kg/s
M 5 mass of the separating sheet, kg
N 5 hA/mc, dimensionless

NTU 5 number of transfer units, Eq.~7!
Pe 5 axial dispersive Peclet number5(mc)L/AcD
R 5 conductance ratio5(hA)b /(hA)a
t 5 temperature, °C

T 5 t2tb, in /tREF2tb, in , dimensionless temperature
T̄ 5 mean dimensionless temperature

u, v 5 velocity in x and y direction
V 5 capacitance ratio5LA crc/MC

x, y 5 space direction
X 5 (hA/mc)ax/La , dimensionless length
Y 5 (hA/mc)by/Lb , dimensionless length

Greek Letters

u 5 (hA)at/MC, dimensionless time
r 5 density, kg/m3

l 5 longitudinal heat conduction parameter,
la5kdLb /La(mc)a , lb5kdLa /Lb(mc)b

d 5 thickness of the separating sheet, m
t 5 time, s

f~•! 5 perturbation in hot fluid inlet temperature

Subscripts

a 5 hot fluid
b 5 cold fluid
w 5 wall
in 5 inlet
ex 5 exit

max 5 maximum
min 5 minimum
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Fabrication and Performance of a
Pin Fin Micro Heat Exchanger
Nickel micro pin fin heat exchangers can be electroplated directly onto planar or non-
planar metal surfaces using a derivative of the LIGA micromachining process. These heat
exchangers offer the potential to more effectively control the temperature of surfaces in
high heat flux applications. Of particular interest is the temperature control of gas turbine
engine components. The components in the gas turbine engine that require efficient,
improved cooling schemes include the gas turbine blades, the stator vanes, the turbine
disk, and the combustor liner. Efficient heating of component surfaces may also be re-
quired (i.e., surfaces near the compressor inlet to prevent deicing). In all cases, correla-
tions providing the Nusselt number and the friction factor are needed for such micro pin
fin heat exchangers. Heat transfer and pressure loss experimental results are reported for
a flat parallel plate pin fin micro heat exchanger with a staggered pin fin array, with
height-to-diameter ratios of 1.0, with spacing-to-diameter ratios of 2.5 and for Reynolds
numbers (based on the hydraulic diameter of the channel) from 4000 to 20,000. The
results are compared to studies of larger scale, but geometrically similar, pin fin heat
exchangers. To motivate further research, an analytic model is described which uses the
empirical results from the pin fin heat exchanger experiments to predict a cooling effec-
tiveness exceeding 0.82 in a gas turbine blade cooling application. As a final point, the
feasibility of fabricating a relatively complex micro heat exchanger on a simple airfoil (a
cylinder) is demonstrated.@DOI: 10.1115/1.1731341#

Keywords: Cooling, Finned Surfaces, Heat Transfer, Heat Exchangers, Microstructures

1 Background

1.1 Motivation. A major component in the development of
advanced gas turbine engines is the increase of turbine inlet tem-
peratures. Associated with this drive for higher turbine inlet tem-
peratures is the need for more effective blade cooling strategies.
Consequently, there is a significant ongoing effort in the gas tur-
bine industry, federal laboratories, and academia directed at im-
proving blade cooling technology.

Current cooling technology relies primarily on a combination of
internal cooling through serpentine ribbed coolant passages that
are integrally cast in the turbine blades and film cooling where a
coolant is injected through a series of coolant holes on the blade
surfaces. Due to the need for improved blade cooling, researchers
are focusing attention on optimizing every aspect of the current
technology. This includes depositing a protective coating on the
blade surface, optimizing the shape and orientation of the rib tur-
bulators in the coolant passages, exploring film cooling hole
shapes and coolant injection angles, optimizing the location of the
coolant holes, etc. The advances in this field have been encourag-
ing and have led to, for example, thermal barrier coatings~TBC!
on blade surfaces, the use of shaped holes for film cooling, and
internal rib turbulators with V-orientations@1–4#.

An important figure of merit used to quantify the thermal per-
formance of a cooling scheme in a gas turbine is the cooling
effectiveness,«. The cooling effectiveness@1# is defined in Eq.
~1!.

«5
TG2Tshroud

TG2TC
(1)

TG corresponds to the characteristic temperature of gases sur-
rounding the turbine blade.Tshroud is the temperature of the outer
surface of the heat exchanger.TC is the temperature at which the
coolant is injected into the heat exchanger. The values taken by«

can vary between 0.0 and 1.0 depending upon the value ofTshroud.
An effective cooling scheme provides a relatively high value of«
with a relatively low coolant-to-surrounding gases mass flow rate
ratio. The typical range of« in advanced cooling schemes for gas
turbine blades is from 0.3 to 0.7@5#. Improving significantly upon
these numbers implies an increased cooling capability, and the
potential to increase the allowable turbine inlet gas temperature
and
pressure.

Enhancing heat transfer with increasingly complex internal
cooling schemes usually causes increased pressure losses. This
penalty has to be included in the assessment of the performance.
Therefore, an overall thermal performance parameter is defined as
@1#:

h5
~Nu/Nuo!

~ f / f o!0.3
(2)

Nu andf are, respectively, average values of the Nusselt num-
ber and friction factor of the cooling scheme studied. The values
with the subscripts are associated with a reference case. Values of
h greater than 1.0 mean that the geometry studied has a better
performance than the reference geometry.

The capability of electroplating nickel micro pin fin heat ex-
changers directly on planar or non-planar metal surfaces using a
derivative of the LIGA micromachining process has been demon-
strated@6–7#. A new method to fabricate a micro pin fin heat
exchanger directly on a metal surface@8# is described in this paper
that possibly provides increased latitude with respect to fabricat-
ing fine-scaled heat exchangers onto gas turbine components. The
fabrication procedure involves electrodepositing a moderately
dense array of microstructures~nickel or nickel-alloy! directly
onto a surface with a nickel-alloy shroud on top. While the
‘‘double wall’’ concept is not new, the manufacturing approach is
new, offering a wider range of micro feature dimensions that can
be fabricated. A schematic of the concept for the case of a turbine
blade is shown in Fig. 1, where the outer shroud is joined to the
blade core by a field of microstructures. The nickel-alloy outer
shroud is a few hundred micrometers thick. The gap separating the
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shroud and the internal core of the turbine blade ranges between
from 100 to 1000mm. The diameter of the microstructures can
range from 50mm to a few hundred micrometers, and the spacing
between the microstructures is variable. The cross-sectional shape
of the microstructures is arbitrary. In a gas turbine blade scenario,
coolant ~compressed air bled from the compressor! is directed
through the core of the blade and into the micro pin fin heat
exchanger via coolant holes located at several chord locations
through the blade surface. The micro heat exchanger removes heat
effectively from the outer shroud, maintaining the shroud tem-
perature at a relatively low value.

The reasons why the micro pin fin heat exchanger is so effec-
tive are numerous:~i! their presence increases the wetted surface
area available to heat transfer;~ii! they promote higher turbulence
levels by breaking up boundary layers which causes mixing and
creates higher convective heat transfer coefficients between end-
walls and fluid; and~iii! the wetted surface area associated with
the fins~where the flow configuration is typically referred as ‘‘cyl-
inder in cross-flow’’ by Zhukauskas@9#! is characterized by con-
vective heat transfer coefficients 3 to 4 times greater than for a
smooth wall.

The expectation is that such a heat exchanger can effectively
control the temperature of the exposed outer surface of the blade,
even in high heat flux scenarios. The primary goal of this paper is
to quantify the performance~Nusselt numbers and friction factors!
of such a micro pin fin heat exchanger. Significant demonstrated
improvements in effectiveness could motivate efforts to use micro
pin fin arrays in gas turbine blade-cooling scenarios, independent
of the manufacturing approach.

1.2 Heat Transfer With Pin Fin Heat Exchangers. Pin fin
heat exchangers are defined in the context of this paper as two
parallel plates~endwalls!connected by fields of cylindrical fins,
with height-to-diameter ratios (h/d) in the range of 1 to 4. Cool-
ant is pumped into the channel between the two endwalls while
heat is transferred through one or both sides.

Since the early 1980s, numerous investigations have been mo-
tivated by the fact that banks of pin fins are used in the internal
cooling channels at the trailing edge of turbine blades. In that
case, pin fin height-to-diameter ratios are usually on the order of
unity due to manufacturing constraints of internally cooling tur-
bine blades@10#. In several publications, related work usually
deals with quantifying heat transfer and/or pressure drop across
arrays of circular pin fins. Major fundamental research studying
geometrical parameters was conducted by authors such as
Zhukauskas@9#, Van Fossen@11#, Metzer@12–13# and Chyu@14–
16#. Important geometrical aspects are pin height-to-diameter ratio
@9#, array orientation~in-line or staggered! @14–15#, fin cross-
sectional shape@16#, size of gap atop an array of fins~for partial
length pin fins! @16–17#, convergence of the channel@18#, lateral
flow ejection in pin fin channels@10#, etc.

One key conclusion from the survey is the fact that geometry
(h/d, spacing-to-diameter ratio of the pins! is a crucial parameter

in determining heat transfer and friction factors. A second finding
is that available heat transfer models are usually empirical be-
cause mathematical models for heat transfer or friction drag have
not been developed yet for pin fin heat exchangers. This is due to
the fact that for cylinder arrays whereh/d is of the order of unity,
the interaction between cylinder and endwall is very strong@14#
and reliable analytical or numerical models for this endwall-pin
fin interaction do not exist. Experimental studies@15# have indi-
cated that the convective heat transfer coefficient at the endwall-
fluid interface is only about 10 percent to 20 percent less than the
values at the pin-fluid interface and much greater, by a scale factor
of about 4, than would exist if the posts were not present~the
parallel plate case! for Reynolds numbers~based on maximal ve-
locity and pin fin diameter! from 5000 to 25,000.

The micro pin fin heat exchanger analyzed in this study is simi-
lar in pattern and design, but of smaller scale than pin fin heat
exchangers that have been previously investigated@10,12–15#.
The micro heat exchanger consists of a staggered pin fin array
with the same height-to-diameter ratio of 1.0 and spacing-to-
diameter ratio of 2.5 used in the previous work of Chyu@15#.
Chyu’s research uses the heat/mass transfer analogy which makes
his study equivalent to an isothermal boundary condition problem
where both endwalls are heated.

1.3 Fabrication of a Micro Pin Fin Heat Exchanger Using
LIGA. The typical LIGA micromachining process@19–21# has
been modified to fabricate micro heat exchangers. The manufac-
turing process@8# is shown in Fig. 2 and described as the follow-
ing steps:

1. A layer of NANO™ SU-8 2075@22# x-ray resist is cast onto
a flat sandblasted stainless steel plate. The photoresist is pre-baked
at 105°C and then flycut to the desired thickness, which typically
corresponds to the desired height of the microstructures.

2. The SU-8 is exposed to x-rays using a gold absorber-on-
graphite membrane mask containing the appropriate pin fin array
geometry.

3. The SU-8 is post-baked at 96°C to allow the photoresist to
crosslink in those regions exposed to radiation, then developed in
NANO™ SU-8 developer@22#.

4. The exposed and developed photoresist layer is used as a
template in a subsequent electroplating process to define the shape
of nickel microstructures. At first, the electroforming process fills
up the voids in the SU-8.

5. Eventually the nickel microstructures merge when the SU-8
layer no longer constrains the electroplating process.

6. Once the nickel electroform is de-anchored from the stain-
less steel plate, the uneven overplated shroud is machined to the
desired thickness. Then, the crosslinked SU-8 is removed by py-
rolysis at 500°C.

A heat exchanger comprising a plate~or endwall!and a stag-

Fig. 1 Concept of a micro heat exchanger on the metal blade
surface

Fig. 2 A modified version of the LIGA manufacturing process
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gered array of pin fins was fabricated using the process described
above. A 500mm layer of SU-8 2075 was used in place of poly-
~methyl methacrylate! ~PMMA!, the typical positive photoresist
used in the LIGA process. The motivation for using SU-8 comes
from the fact that SU-8 is approximately 200 times more sensitive
to x-ray radiation than PMMA@23# which significantly reduces
the exposure dose, hence the exposure time. SU-8 being a nega-
tive tone photoresist, x-ray lithography generates cross-linking
within those regions that are exposed to radiation, making it in-
soluble in the SU-8 developer. The gold absorber mask was a
graphite membrane covered with a 5.0 cm by 5.0 cm array of
staggered 500mm diameter gold x-ray absorber features spaced
by a distance of 1.25 mm from center-to-center in both directions.
The heat exchanger was successfully electroformed using a low-
stress nickel sulfamate solution. The final height of the micro pin
fins is 500mm ~the thickness of the SU-8 photoresist! while the
post diameter and spacing correspond to the dimensions of the
gold dots located on the x-ray mask. The lateral dimensions of the
heat exchanger endwall are both 5 cm and the thickness is 2.54
mm. Pictures of the heat exchanger are provided in Figs. 3 and 4.

The final pin fin heat exchanger is created by clamping a 3.2
mm thick stainless steel plate to the array of pins electroplated
onto the nickel plate. Both the stainless steel and the nickel plates
have the same lateral dimensions.

2 Experimental Apparatus and Test Procedure
Experiments have been carried out to quantify the performance

of the planar micro pin fin heat exchanger described in the previ-
ous section. The performance of this heat exchanger is compared
to that of a similar heat exchanger without micro posts, i.e., flat
parallel plates spaced 500mm apart. The difference in perfor-
mances isolates the enhancement associated with the pin fins.

2.1 Material Selection. The experimental apparatus is com-
prised of the following materials:

Aluminum 6061-T6: This metal was used to manufacture the

heating block. The thermal conductivity is 165 W/m•K and varies
by 10 percent as a function of temperature during the subsequent
experiments.

Virgin PEEK ~PolyEtherEther-Ketone!: This material was cho-
sen to manufacture the upper and lower body parts of the appara-
tus. It has good strength, and the low thermal conductivity~0.25
W/mK! helps reduce the heat leakage rate.

Superflex™ Clear RTV Silicone Adhesive sealant~from Loctite
Corp.!: This silicone was used as a sealant between the heating
block and the upper part of the apparatus. It has a low viscosity, so
the film joining the heating block to the upper part of the appara-
tus is very thin.

Stainless steel316: This metal was used to manufacture the
lower plate used for both micro pin fin and parallel plate heat
exchangers as well as the upper plate and shims used to create the
parallel plate heat exchanger. The temperature dependent thermal
conductivity is around 13.5 W/m•K and varies by 10 percent in
the range of use.

Calsil ~Calcium Silicate!: This material was used to insulate the
aluminum block from the ambient air. The thermal conductivity is
0.047 W/m•K.

A finite element model solving the steady state three dimen-
sional heat equation in the materials comprising the upper body
part of the experimental apparatus was performed on ANSYS 5.7
@8#. This model was used to estimate the percentage of heat losses
~i.e., the percentage of energy input to the heaters that does not
transfer into the fluid! during the heat transfer experiments. The
predicted heat losses range from 10 to 6 percent for the parallel
plate experiments and from 6 to 4 percent for the pin fin heat
exchanger experiments.

2.2 Experimental Apparatus Description. The heat ex-
changer is sandwiched between the lower and upper halves of the
experimental apparatus, which are screwed together as depicted in
Fig. 5. After flowing through a pressure regulator and a filter, the

Fig. 3 Top view of the nickel micro pin fin heat exchanger

Fig. 4 Three-dimensional view of the nickel microstructures

Fig. 5 Assembled apparatus

Fig. 6 Open view of apparatus
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coolant enters a 5 cm diameter and 2 cm deep reservoir machined
into one end of the lower half of the PEEK apparatus~Fig. 6! and
flows through a channel with rectangular cross section~5.0 cm
wide and 3.2 mm high!. The volumetric flow rate of the coolant is
measured with a 2–25 SCFM~0.06–0.71 m3/min! range direct-
reading spring-loaded flow meter.

The channel height decreases to 500mm ~equal to the gap be-
tween the plates of the micro heat exchanger! a distance of 3.1 cm
upstream of the entrance to the micro heat exchanger~Fig. 6!.
Recesses in both the upper and lower halves of the experimental
apparatus are machined to accommodate the thickness of both the
upper and lower plates of the heat exchanger~Fig. 6!. These re-
cesses allow the inner surfaces of the top and bottom plates of the
heat exchanger to be flush with the upper and lower surfaces of
the channel.

A schematic of the heat exchanger section of the assembled
apparatus is shown in Fig. 7. Energy is transferred to the
coolant through the upper surface of the heat exchanger which
is tightly clamped to the bottom surface of the heating block.
A 100 mm thick layer of thermally conductive silicone paste
~OMEGATHERM® 201 with thermal conductivity of 2.3
W/m•K, from Omega Engineering Inc.! is used at the heating
block-heat exchanger interface in order to minimize the contact
resistance. The energy is supplied by four 120V–250W electric
resistance cartridge heaters inserted into the aluminum block lo-
cated directly above the heat exchanger~Fig. 5!. Access for eight
heaters can be seen in Fig. 5, but only four heaters were used in
the holes located 45 mm from the heat exchanger. The total elec-
trical power can be varied using a potentiometer and monitored
using a digital wattmeter/multimeter. A small step in the cross
section of the heating block is used to position and support the
heater within the upper half of the apparatus. Above the step, the
cross section of the heating block is 4.83 cm by 4.83 cm, below
the step the cross section is 5 cm by 5 cm, which matches the
footprint of the heat exchanger. The heaters, located within the
block, are a sufficient distance from the heat exchangers to insure
one dimensional conductive heat transfer within the block. In ad-
dition, the aluminum block is insulated to ensure that a very large
percentage of the electrical energy is transferred to the coolant.

The 500mm height of the channel remains constant through the
longitudinal span of micro heat exchanger until 3.8 mm down-
stream of the heat exchanger~Fig. 6!. At this point the height of
the flow channel increases again to 3.2 mm before emptying into
a downstream reservoir with same dimensions as the upstream
reservoir.

As illustrated in Fig. 6, the inlet and exit temperatures of the
coolant can be measured by thermocouples located, respectively,
in the upstream reservoir~locationa! and downstream reservoir

~locationd!. The temperature profile within the aluminum block
is obtained within two planes~marked as levela and levelb in
Figs. 5 and 7!perpendicular to the direction of the heat flow.
Temperatures are measured inside of the 6 holes, 1.6 mm in di-
ameter, drilled in the spanwise direction at three downstream lo-
cations and at both elevations. By varying the insertion depth of
the thermocouple, the temperature can be measured at any span-
wise location of the three possible downstream locations. Pressure
taps located 12.7 mm upstream and 12.7 mm downstream of the
heat exchanger~respectively marked as locationb and location
c in Fig. 6! provide the static pressure drop. The pressure differ-
enceDP between the taps is quantified using a differential pres-
sure transducer coupled to a strain gage meter. The upstream and
downstream reservoir gage pressures as well as the upstream tap
gage pressure are measured using spring loaded pressure gages.

2.3 Test Procedure. A series of experiments were con-
ducted with both the pin fin heat exchanger and the parallel plate
heat exchanger with compressed air used as a coolant. Results
were obtained as a function of volumetric flow rate corresponding
to a range of Reynolds numbers from 4000 to 20,000. Each flow
rate was set and maintained to the desired value using the pressure
regulator.

For each heat transfer experiment, the combined output power
from the four resistance heaters was set to approximately 100
Watts using the potentiometer connected to the wattmeter.

For a given heat exchanger configuration, flow rate, pressure
and temperature data acquisition was collected after steady state
conditions were attained. Steady state was reached when the
monitored temperature at the center of the heating block became
constant. The pressures and temperatures of the coolant were re-
corded in all instrumented locations mentioned in the previous
section.

Thermocouple measurements were taken within the aluminum
block at levelsa andb shown in Figs. 5 and 7. These measure-
ments are used to quantify the heat flux through the top plate and
the fluid-heat exchanger interface temperature. Throughout all ex-
periments, temperatures inside the heating block at levelb were
uniform within 60.2°C ~60.5 percent!and within60.5°C ~61.0
percent!at levela. Therefore, the heat transfer within the alumi-
num block just above the heat exchanger is well approximated as
one-dimensional and the steady state temperature at a given level
can be accurately characterized by a single temperature measure-
ment in the middle of the heating block. In addition, one can
assume that a very close approximation of a constant temperature
boundary condition exists at the coolant-heat exchanger interface.

Regarding pressure loss experiments, the data acquisition pro-
cedure is similar to above, except that no power was supplied to
the cartridge heaters and the experiments were performed at am-
bient temperature.

For the comparative parallel plate heat exchanger experiments,
500 mm thick shims were inserted to separate the two stainless
steel plates. The thickness of the upper stainless steel plate was
2.54 mm ~the same as the thickness of the electroplated nickel
plate used in the pin fin heat exchanger!.

3 Data Reduction
In the micro heat exchanger experiments that will be discussed,

the coolant experiences significant increases of both sensible and
kinetic energy as a result of heat transfer within the heat ex-
changer and pressure drop across the heat exchanger. For such
cases, the rate of heat transferQ̇ is proportional to the difference
in total temperature between the inlet and exit of the heat ex-
changer, as shown by a first law analysis of the control volume of
the heat exchanger.

Q̇5ṁFCP~T32T2!1
1

2
~V3

22V2
2!G5ṁCP~TT32TT2! (3)

where the total temperatures are defined by

Fig. 7 Schematic of thermal resistances within the heat ex-
changer
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TT25T21
V2

2

2CP
(4)

TT35T31
V3

2

2CP
(5)

The quantitiesṁ, V, andCP respectively denote the mass flow
rate, velocity, and specific heat at constant pressure of the coolant.

Due to the much larger channel cross sections at locationsa
and d, the coolant velocity~kinetic energy!at locationsa and
d is negligible. Assuming heat transfer is negligible between lo-
cationsa andb, it is easy to show thatTT2 is equal toT1 , the
static temperature at locationa. With the same set of assump-
tions, TT3 is equal toT4 , the static temperature at locationd.
Therefore, the heat transfer rate equation can be modified as given
by Eq. ~6! below

Q̇5ṁCP~T42T1! (6)

Given the relatively constant surface temperature boundary
condition associated with these experiments, the average differ-
ence between the coolant-heat exchanger interface temperatureTw
and the coolant temperature decays exponentially,@24#. The value
of the average difference, known as the log mean temperature
differenceDTlm , is defined by Eq.~7!.

DTlm5
~Tw2T1!2~Tw2T4!

lnS Tw2T1

Tw2T4
D (7)

In this study, the average convective heat transfer coefficienthw
at the coolant-heat exchanger interface is defined as

hw5
Q̇

AheatDTlm
(8)

Aheat is the area of contact~5 cm by 5 cm! between the heating
block and the heat exchanger, not the total wetted surface area
actually available for heat transfer. ThereforeAheat is the same for
both the parallel plate and micro pin fin heat exchangers.DTlm ,
the log mean temperature difference is calculated using Eq.~7!.
The methods to measureQ̇ and Tw , the average coolant-heat
exchanger interface temperature, are discussed subsequently.

It is important to notice that Chyu’s studies, which involve the
naphthalene sublimation technique and the heat/mass transfer
analogy, do not need to incorporate the compressibility effects of
the present study.

Convective heat transfer coefficients are functions of geometry,
Reynolds number, and Prandtl number. The Reynolds number Re
used herein and defined in Eq.~9! is based on the average minimal
velocity of the coolantV and the hydraulic diameter of the micro
channelDh , which is twice the heightH of the gap. The quanti-
ties r, m, andA respectively designate the density, dynamic vis-
cosity and cross-sectional area of the coolant flow.

Re5
rVDh

m S or Re5
ṁDh

Am D where Dh52H (9)

The average Nusselt number defined below customarily pre-
sents the convective heat transfer coefficient in the dimensionless
form with k designating the thermal conductivity of the coolant.

Nu5
hwDh

k
(10)

In order to determinehw , the unknownsQ̇ andTw have to be
determined for each mass flow rate of coolant and each heat ex-
changer configuration.

Q̇, the total amount of heat transferred to the coolant, can be
determined by three different ways:

1. Quantify the heat leakage from the aluminum block with a

finite element model: The quantityQ̇electric is the wattmeter
reading of the total electrical power dissipated by the heat-
ers. According to specifications provided by the wattmeter
manufacturer, the relative uncertainty of the measured quan-
tity is 62 percent. The variableb, which represents the per-
centage of heat lost to the surroundings, is calculated with
the ANSYS heat transfer finite element model of the upper
part of the experimental apparatus. The range of values
taken byb depends on the heat exchanger type~pin fin or
parallel plate!and the mass flow rate of coolant, as men-
tioned earlier in section 2.1. The rate of heat transfer to the
coolant, Q̇ANSYS, is defined in Eq.~11!. The final relative
uncertainty on the calculation ofQ̇ANSYS is estimated to be
65 percent.

Q̇ANSYS5S 12
b

100D Q̇electric where

b5 f ~Re, heat exchanger type! (11)

2. Measure conduction heat transfer through the upper surface
of the heat exchanger:By using the temperatures measured
above the heat exchanger at levela and levelb, referred to
asTbot andTtop in Fig. 7. These temperatures, coupled with
the known thermal conductivity of the metalkAl , the cross
section of the aluminum blockAheat and the distancedtop-bot
between levela and levelb, provide the necessary inputs
to Eq. ~12! to calculateQ̇conduction, the rate of heat trans-
ferred by conduction to the upper surface of the heat ex-
changer. Using the Kline and McClintock method@25#, the
relative uncertainty of this technique ranges from 19 percent
to 21 percent for both the parallel plate and micro pin fin
heat exchangers, at any given coolant mass flow rate. The
reasons for this high uncertainty will be explained later.

Q̇conduction5
AheatkAl~Ttop2Tbot!

dtop-bot
(12)

3. Measure the enthalpy rise of the coolant:A final method to
calculate the energy supplied to the coolant is to measure the
enthalpy rise of the coolant, as described by Eq.~13!. The
relative uncertainty ofQ̇convectioncalculated using the Kline
and McClintock method@25#, increases monotonically from
4 percent to 12.5 percent with decreasing coolant mass flow
rate.

Q̇convection5ṁCP~T42T1! (13)

The first method described above provides an estimate of the
total amount of heat transferred to the coolant with the lowest
amount of uncertainty. Therefore,Q̇ANSYS represents the best es-
timate of the heat transferred to the coolant. The other estimates of
heat transfer,Q̇conductionand Q̇convectionare provided to show con-
sistency between all three approaches.

The last unknown in Eq.~8!, Tw , is found using a one-
dimensional series of thermal resistances connecting the horizon-
tal plane with thermocouple holes at levela and the coolant-heat
exchanger interface. The validity of this one-dimensional heat
transfer model was verified using a finite element study that
yielded a model accuracy ranging from 1 percent to 3 percent. As
depicted in Fig. 7, this series of thermal resistances consists of:

• a conduction resistance through the aluminumRAl
• a contact resistance through the thin layer of thermally con-

ductive silicone pasteRsilicone, at the heat exchanger-
aluminum interface

• a conductive resistance through the nickel~or stainless steel!
upper plate of the heat exchangerRNi ~or RSS)

RAl and Rsilicone are equal to 0.34 and 0.43 cm2
•K/W, respec-

tively. The thermal resistance through the top plate of the nickel
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heat exchanger,RNi , is equal to 0.28 cm2•K/W while the corre-
sponding resistance through the stainless steel top plate of the
parallel plate heat exchanger,RSS, is equal to 1.88 cm2•K/W. The
total resistance for each case is the sum of the three resistances in
series, as shown below in Eqs.~14! and~15!. The value ofReq for
the pin fin heat exchanger is 1.05 cm2

•K/W, while for the parallel
plate heat exchanger,Req is equal to 2.65 cm2•K/W.

Req5
l Al

kAl
1

l silicone

ksilicone
1

l Ni

kNi
for pin fin heat exchanger (14)

Req5
l Al

kAl
1

l silicone

ksilicone
1

l SS

kSS
for parallel plate heat exchanger

(15)

Equation~16! ~see Fig. 7!can be used to solve forTw at any
volumetric flow rate of coolant.

Tw5Tbot2
Q̇

Aheat
Req (16)

The friction factor in the heat exchanger is a function of Rey-
nolds number and geometry. When the flow is incompressible, its
value is a nondimensional definition of the pressure dropDPHE in
the heat exchanger given by

f 5
DPHE

0.5~rV2!

Dh

L
(17)

When compressibility is important, the value ofrV2 can vary
greatly between inlet and exit of the heat exchanger. For such a
case, the friction factor is best expressed as a function of the
pressure gradientdP/dx given in Eq.~18!.

f 5
dP

0.5r~x!V~x!2

Dh

dx
(18)

Assuming air is an ideal gas of constantRair and neglecting the
changes in coolant temperature, Eq.~18! can be integrated along
any segment of the micro channel where the internal geometry
~thus the friction factor! is uniform.

In the case of the smooth channel~parallel plate heat ex-
changer!, the geometry of the micro channel is uniform from lo-
cationb to locationc ~i.e., the succession of the 12.7 mm long
inlet development channel, the micro pin fin heat exchanger, and
the 12.7 mm long exit development channel!. Integration of Eq.
~18! between the pressure taps located atb and c of Fig. 6
results in Eq.~19!, the expression of the friction factorf o(Re) for
a given Reynolds number in the smooth channel configuration.
The quantitiesTave andL2 – 3 are respectively the coolant average
temperature and the distance between locationb and locationc.

f o~Re!5
~P2

22P3
2!A2

RairTaveṁ
2

Dh

L2 – 3
(19)

To obtainf (Re) for the micro pin fin heat exchanger, Eq.~18! is
integrated from the inlet to the exit of the heat exchanger because
the internal geometry of the heat exchanger is different from the
internal geometry of the inlet and exit development channels. The
result of the integration is Eq.~20! wherePinlet , Pexit , L inlet-exit ,

andTave are respectively the coolant inlet pressure, exit pressure,
average temperature and the streamwise dimension of the heat
exchanger.

f ~Re!5
~Pinlet

2 2Pexit
2 !A2

RairTaveṁ
2

Dh

L inlet-exit
(20)

In order to calculatePinlet and Pexit , one must realize that the
differential pressureDP23 between the two pressure tap locations
b andc measured by the pressure transducer is the sum of three
main components:

1. DPinlet(5P22Pinlet): the pressure drop associated with the
frictional losses in the smooth inlet development channel.

2. DPHE(5Pinlet2Pexit): the pressure drop corresponding to
the frictional losses within the heat exchanger only.

3. DPexit(5Pexit2P3): the exit pressure drop associated with
the frictional losses in the smooth exit development channel.

Table 1 summarizes howPinlet and Pexit are calculated with
L2-inlet andLexit-3 being respectively the length of the 500mm high
inlet and the 500mm high exit development channels. The com-
ponentsDPinlet andDPexit are calculated using the value off o(Re)
for smooth channels and lead to the determination ofPinlet and
Pexit . Equation~20! can then be used to compute the value of the
friction factor for the pin fin heat exchanger as a function of Re.

4 Results and Discussion
Repeatability for all the test runs was within 5 percent. The raw

data collected during the experiments was reduced according to
the equations described above and the results are provided in
Tables 2–5.

Nusselt number and friction factor experimental results as a
function of Reynolds number are plotted respectively in Figs. 8
and 9 with error bars determined using the Kline and McClintock
method@25#. As expected, the presence of the pin fins has a dra-
matic effect on both heat transfer and pressure losses.

4.1 Heat Transfer Results. From Tables 2 and 4 the fol-
lowing trends are observed:

• The temperatures within the heating block (Tbot , Ttop, and
Tw) decrease as the mass flow rate~Reynolds number! in-
creases for both the micro pin fin and parallel plate heat ex-
changers.

Table 1 Pressure loss calculations for the micro pin fin heat
exchanger

Quantity Mathematical Model

DPinlet
fo~Re!r2V2

2L2-inlet

2Dh

Pinlet P22DPinlet

DPexit
fo~Re!r3V3

2Lexit-3

2Dh

Pexit P31DPexit

Table 2 Heat transfer results for the parallel plate heat exchanger „Q̇electric Ä100 W…

ṁ
~kg/s! Re

T1
~°C!

T4
~°C!

Tbot
~°C!

Ttop
~°C!

Tw
~°C!

Q̇ANSYS
~W!

Q̇conduction
~W!

(%Q̇ANSYS)

Q̇convection
~W!

(%Q̇ANSYS)
hw

~W/m2 K! Nu

0.0023 4200 20.1 55.5 145.1 147.5 134.9 88.5 107~121! 80~90! 358 11.6
0.0045 9100 18.0 37.9 86.7 89.1 76.2 93.8 107~114! 90~97! 769 27.3
0.0068 14,000 18.0 31.8 70.1 72.4 59.5 97.2 103~106! 94~97! 1101 40.1
0.0091 18,800 18.2 28.7 61.2 63.5 50.6 97.2 103~106! 95~98! 1407 52.0
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• The heat transfer to the coolant~most accurately quantified
by Q̇ANSYS! increases with mass flow rate~Reynolds number!
for both the micro pin fin and parallel plate heat exchangers.

• The temperatures within the heating block at a given Rey-
nolds number are much lower for the case of the micro pin fin
heat exchanger.

These trends are explained by the facts that~i! for either heat
exchanger geometry, the convective thermal resistance decreases
monotonically as the Reynolds number increases, and~ii! convec-
tive thermal resistance associated with the micro heat exchanger is
much less than that of the parallel plate heat exchanger. As the
convective resistance decreases~whether due to geometry or Rey-
nolds number!, the temperatures within the heating block de-
crease, thereby reducing the amount of heat loss through the in-
sulation.

In all the experiments~both parallel plate and micro pin fin!, the
electric power supplied to the heaters was 100 W. Tables 2 and 4
provide estimates of heat transferred to the coolant using each of
the three methods described earlier by Eqs.~11–13!. Q̇ANSYS is
the most accurate estimate of theactual heat transfer to the cool-
ant.

For both sets of experiments, the agreement is excellent be-
tween Q̇convection and Q̇ANSYS. The values are within 3 percent,
except at the lowest flow rate, where the agreement is within 10
percent and 7 percent, respectively, for the parallel and pin fin
cases. However, at the lowest volumetric flow rate, the relative
uncertainty associated with the estimated convective heat transfer
to the coolant is relatively high~612.5 percent!so this calculation
is not reliable. The reason for this high uncertainty is the fact that
the volumetric flow rate is relatively small and comparable to the
uncertainty of the measurement.

Additionally, for all the experimental runs the calculated heat
transferred by conduction to the top plate of the heat exchanger is
very close to or greater than 100 percent ofQ̇ANSYS. The expla-
nation for values greater than 100 percent originates from the fact
that the thermocouples measure the temperaturesTtop and Tbot
anywhere inside the 1.6 mm diameter holes located at levela and
level b. This measurement creates relative uncertainties up to 17
percent in the distance between the two elevations which propa-
gate into the calculation ofQ̇conduction.

In summary, at higher flow rates,Q̇ANSYS5Q̇conduction

5Q̇convection. This conclusion validates the temperature measure-

ments in both the aluminum heating block and the air coolant
stream. Also, it validates the assumption that the average heat flux
over the entire heating block is well represented by the measured
heat flux at the center of the heating block.

The Nusselt numbers obtained in this study are plotted in Fig. 8
with error bars. According to the graph, the presence of the micro
pin fins enhances the heat transfer by a factor of 4.1 to 5.5 over
the range of Reynolds number studied 4000 to 20,000. Surface
roughness effects have not been included in the analysis since the
relative surface roughness is negligible. Also displayed are experi-
mental results from Kays and Crawford@26# for fully developed
turbulent flow between parallel plates, with one side heated and
the other insulated. In addition Fig. 8 shows the plot of a correla-
tion from Incropera and DeWitt@24# valid for turbulent fully de-
veloped flow in circular tubes adapted for parallel plates~Eq.
~21!!.

Nuo5
~ f o/8!~Re21000!Pr

1112.7~ f o/8!0.5~Pr2/321!

f o50.316 Re1/4

0.5,Pr,2000
3000<Re<2•104

(21)

It appears that the experimental results for parallel plates are
within 13 percent of the correlations from Incropera and DeWitt
and within 18 percent of the data from Kays and Crawford. This
very good match corroborates the reliability of the experimental
apparatus and the validity of all the heat transfer experimental
data. For turbulent flows, the convective heat transfer coefficient
is the same whether one side of the heat exchanger is heated or
both because the thermal boundary layer profile is similar.

Pin fin heat exchanger results are compared to Chyu’s correla-
tion @15# which corresponds to a heat transfer system in which the
wetted surface is entirely isothermal and comprised of seven rows
of posts with same array configuration as in the present study.
Using the characteristic length scales defined in this study, Chyu’s
correction is given by Eq.~22!:

Nu50.645 Re0.583Pr0.4 6000<Re<30,000 (22)

The Nusselt numbers computed in this study are in general
higher than Chyu, diverging from very close agreement at a Rey-
nolds number of around 6000 to 40 percent greater at a Reynolds
number of 19,200.

Table 3 Pressure loss results for the parallel plate heat ex-
changer

ṁ
~kg/s! Re

T1
~°C!

T4
~°C!

DPHE
~kPa! f

0.0017 3700 20.6 20.8 2 0.026
0.0028 6100 20.6 20.8 7 0.031
0.0040 8700 20.6 20.7 12 0.031
0.0051 11,200 20.5 20.6 17 0.032
0.0062 13,800 20.4 20.7 21 0.029
0.0074 16,200 20.5 20.7 26 0.029
0.0085 18,700 20.3 20.6 30 0.032
0.0096 21,200 20.5 21.0 34 0.032

Table 4 Heat transfer results for the micro pin fin heat exchanger „Q̇electric Ä100 W…

ṁ
~kg/s! Re

T1
~°C!

T4
~°C!

Tbot
~°C!

Ttop
~°C!

Tw
~°C!

Q̇ANSYS
~W!

Q̇conduction
~W!

(%Q̇ANSYS)

Q̇convection
~W!

(%Q̇ANSYS)
hw

~W/m2 K! Nu

0.0023 4500 20.5 58.7 73.0 75.5 69.0 93.3 112~120! 87 ~93! 1468 51.8
0.0045 9400 20.3 40.4 46.6 49.0 42.6 93 107~115! 91 ~97! 4186 154.9
0.0068 14,300 20.4 34.1 39.5 41.7 35.4 96 98~102! 93 ~97! 6623 248.7
0.0091 19,200 20.6 31.5 36.9 39.2 32.8 96.3 103~107! 99~103! 7628 287.9

Table 5 Pressure loss results for the micro pin fin heat ex-
changer

ṁ
~kg/s! Re

T1
~°C!

T4
~°C!

DPHE
~kPa! f

0.0017 3700 20.3 20.5 47 0.640
0.0028 6100 20.0 21.1 83 0.490
0.0040 8700 19.9 20.5 134 0.498
0.0051 11,200 19.9 20.4 185 0.512
0.0062 13,700 20.1 20.0 223 0.477
0.0076 16,800 20.1 19.7 288 0.515
0.0088 19,300 20.1 19.7 315 0.479
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The Nu–Re power correlation suggested for tested micro pin
fin heat exchanger is given in Eq.~23!.

Nu50.0022 Re1.221Pr0.4 4500<Re<19,200 (23)

As a final note, the micro pin fin heat exchanger has 36 percent
more surface area than the parallel plate heat exchanger. This
increase in wetted area represents a relatively insignificant contri-
bution towards the measured 300–450 percent increase in heat
transfer associated with the presence of the micro pin fins. There-
fore, the major causes of heat transfer improvement are, as listed
in the introduction of this paper~i! the enhanced mixing created
by the micro pin fins which generates higher levels of turbulence,
and ~ii! the greater heat transfer coefficient associated to the ge-
ometry of the micro pin fins.

4.2 Pressure Loss Results. The experimental friction fac-
tors, which correspond to the data in Tables 3 and 5, are plotted in
Fig. 9 with error bars. According to the graph, the presence of the
micro pin fins increases the friction factor by a factor of 15 to 20
over the range of Reynolds number studied.

The correlation from Incropera and DeWitt@24# valid for tur-
bulent fully developed flow in circular tubes adapted for parallel
plates is shown in Eq.~24! and is also plotted in Fig. 9.

f o50.316 Re1/4 Re<2•104 (24)

It appears that the experimental results for parallel plates are
within 15 percent of agreement with the correlated data from In-
cropera and DeWitt for Reynolds numbers ranging from 6200 to
19,000. Immediately outside of this range the discrepancies ex-
ceed 20 percent. Again, the very good match within a large range
of Reynolds numbers confirms the reliability of the experimental
apparatus and the validity of the pressure loss experimental data.

In addition, pin fin heat exchanger results are compared to
Chyu’s experimental friction factor@14# which is approximately
equal to 0.6 over the range of Reynolds numbers from 11,200 to
19,300 once the characteristic lengths defined in this study are
consistently applied. The micro pin fin heat exchanger results are
estimated to be within 26 percent of Chyu’s data.

In conclusion, the experimental data is reliable, validated both
by the results obtained with the parallel plate heat exchanger and
by reasonable agreement with the pin fin heat exchanger results
obtained by Chyu.

4.3 Overall Thermal Performance. As explained in the in-
troduction, the performance of micro pin fin heat exchangers can
only be assessed after including the penalty effects related to fric-
tion losses. The overall thermal performance parameterh as de-
fined in Eq.~2! was calculated and plotted in Fig. 10.

According to the plot, at any Reynolds numberh is larger than
1.0 meaning that the micro pin fin heat exchanger performance
always exceeds the parallel plate counterpart. Sinceh increases
~from 1.65 to 2.57!with increasing Reynolds numbers, the micro
pin fin heat exchanger is best applied when mass flow rates of
coolant are the largest.

The logical continuation of this research would be to opti-
mize the pin fin array configuration in order to produce the best
performance.

5 Model Prediction for Gas Turbine Blade Cooling
One long-term goal of this research effort is to more effectively

cool gas turbine components with complex shapes~such as air-
foils!. The following model scenario sketched in Fig. 11 was de-
veloped to predict the cooling effectiveness of the flat micro pin
fin heat exchangers in a gas turbine application.

The assumption is made that a heat exchanger consisting of a
pin fin array identical to that described earlier covers a turbine
blade airfoil. The outer surface~or shroud!of the airfoil is heated
via radiation and convection by combustion gases atTG . The
effective convective heat transfer coefficient at the combustion
gas-shroud interface is labeled ashexternal. Air from the compres-
sor enters the micro heat exchanger at a temperatureTC and pres-
surePC typical of modern gas turbine engines. The mass flow rate
of coolant per unit width of the channel and the specific heat at
constant pressure are respectivelyṁ8 andCP . The temperature of
the coolantTcoolant, increases as the coolant travels through the
heat exchanger. The effective convective heat transfer coefficient
hw couples the heat transfer between the shroud and the coolant.

In this model, one-dimensional conduction in the shroud and an
adiabatic boundary condition at the blade surface are assumed. An
average overall heat transfer coefficient per unit width of the
channelU can be defined as shown in Eq.~25! after neglecting the
conductive thermal resistance in the shroud~this assumption is
reasonable when the shroud thickness is in the order of 500mm!.

Fig. 8 Nusselt number as a function of Reynolds number

Fig. 9 Friction factor as a function of Reynolds number

Fig. 10 Overall thermal performance parameter as a function
of Reynolds number
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U5
1

1

hw
1

1

hexternal

(25)

An energy balance applied to the coolant using the first law of
thermodynamics yields a differential equation which was solved
in Eq. ~26! for Tcoolant(x), the temperature of the coolant as a
function of the downstream locationx. The use of thermal resis-
tances yields Eq.~27!, which provides the temperature of the
shroudTshroud(x). Both Tcoolant(x) andTshroud(x) are functions of
the mass flow rate per unit width of the channelṁ8.

Tcoolant~x!5TG2~TG2TC!expS 2Ux

ṁ8CP
D (26)

Tshroud~x!5
TGhexternal1Tcoolant~x!hw

hexternal1hw
(27)

In a typical gas turbineTG , TC , PC , andhexternal are respec-
tively 2200 K, 700 K, 20 atmospheres@1# and 2500 W/m2

•K. By
using values forhw from Table 4~air cooled micro pin fin heat
exchanger results!, the cooling effectiveness«(x) defined in Eq.
~1! was predicted at two distancesx151 cm andx252 cm down-
stream from the coolant injection location. The summarized re-
sults of the model provided in Table 6 show that the shroud tem-
perature varies, as expected, with mass flow rate and the distance
x from the coolant injection point. If the shroud temperature at
x151.0 cm is chosen as the characteristic temperature of the
shroud, then the analysis above provides cooling effectiveness
values ranging from«50.47 to«50.82. The optimal combination
of mass flow rate and heat exchanger design is a function of
numerous variables~material properties, mission, etc.!. This
analysis is beyond the scope of this paper.

6 Curved Heat Exchanger on a Cylinder
To demonstrate the feasibility of the manufacturing process on

non-planar surfaces, a curved micro pin fin heat exchanger was
successfully manufactured onto the surface of a tube, which rep-
resents a first order approximation of the leading edge of a turbine
blade@8#. A modified LIGA micro machining procedure similar to

that described previously was developed to electroplate a nickel
shroud of thickness 500mm around a stainless steel tube with
outer diameter equal to 19.1 mm. The shroud is supported by an
in-line array of micro pin fins 500mm in height, 200mm in
diameter and 1000mm apart in both directions.

A picture of one such completed airfoil is shown in Fig. 12 and
an SEM of the cross section of the actual heat exchanger on a tube
is shown in Fig. 13. Heat transfer tests have been recently been
performed to quantify the cooling effectiveness of such a heat
exchanger. A detailed description of these tests and the results will
be presented at a later date.

7 Summary and Conclusions
This research has successfully completed the following goals:

• A flat micro pin fin heat exchanger was manufactured accord-
ing to pre-established design specifications that preserved dimen-
sional similarity with previous, larger scale studies.

• At any Reynolds number, the overall thermal performance
parameter,h is strictly larger than 1.0, meaning that the micro pin
fin heat exchanger performance always exceeds the parallel plate
counterpart.

• An apparatus was fabricated to quantify the performance of
micro pin fin array heat exchangers. Nusselt numbers and friction
factor values over a range of Reynolds numbers from 4500 to
19,200 were obtained. These values are in reasonable agreement
with Chyu’s results. The suggested correlation for the Nusselt
number is given by:

Nu50.0022 Re1.221Pr0.4 4500<Re<19,200

A model was developed to predict the cooling effectiveness of
the micro pin heat exchanger in a gas turbine blade cooling sce-
nario. Cooling effectiveness values ranging from 0.47 to 0.82
were obtained over a range of coolant Reynolds numbers from
4500 to 19,200.

The logical continuations of this study could be expressed as
follows:

• The pin fin array configuration should be optimized in order to
produce the best performance

• The manufactured curved micro pin fin heat exchanger on a
tube will be tested in a high temperature aerodynamic facility.

Fig. 11 Schematic of thermal resistances in the turbine blade
model

Fig. 12 Curved heat exchanger on a stainless steel tube

Table 6 Model Predictions for gas turbine blade cooling „x 1Ä1 cm and x 2Ä2 cm …

ṁ8
~kg/m•s!

hw
~W/m2 K!

Tcoolant(x1)
~K!

Tcoolant(x2)
~K!

Tshroud(x1)
~K!

Tshroud(x2)
~K! « (x1) «(x2)

0.085 3032 906 1084 1491 1588 0.47 0.41
0.171 8727 848 982 1149 1253 0.70 0.63
0.258 13,892 809 910 1021 1107 0.79 0.73
0.342 15,875 785 865 977 1046 0.82 0.77
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Nomenclature

A 5 coolant flow cross-sectional area
Aheat 5 heating block-heat exchanger contact area

CP 5 coolant specific heat at constant pressure
d 5 distance

Dh 5 hydraulic diameter, 2H
f 5 average friction factor, 2dPDh /rV2dx
h 5 average convective heat transfer coefficient
H 5 micro channel height
k 5 coolant thermal conductivity
l 5 conduction characteristic length

L 5 streamwise dimension
ṁ 5 coolant mass flow rate

Nu 5 average Nusselt number,hwDh /k
P 5 static pressure
Q̇ 5 heat rate transferred to the coolant

Q̇ANSYS 5 heat rate calculated with ANSYS 5.7
Q̇conduction 5 heat rate transferred by conduction
Q̇convection 5 heat rate transferred by conduction

Qelectric 5 electrical power dissipated by the heaters
R 5 thermal resistance in series

Rair 5 air ideal gas constant
Re 5 Reynolds number,rVDh /m
T 5 static temperature

Tcoolant 5 coolant temperature in gas turbine engine
Tshroud 5 heat exchanger shroud temperature in gas turbine

engine
TT 5 total temperature,T1V2/2Cp
U 5 average overall heat transfer coefficient per unit

width
V 5 average coolant velocity in maximum flow area
x 5 downstream location

Greek Symbols

b 5 percentage of heat lost to the surroundings
« 5 cooling effectiveness
r 5 coolant density
m 5 coolant dynamic viscosity
h 5 overall thermal performance parameter

Subscripts

1 5 upstream reservoir~Fig. 6!
2 5 upstream pressure tap~Fig. 6!
3 5 downstream pressure tap~Fig. 6!
4 5 downstream reservoir~Fig. 6!

Al 5 aluminum
ave 5 average
bot 5 level a in heating block~Figs. 5 and 7!

C 5 inlet coolant in gas turbine engine conditions
eq 5 equivalent

exit 5 heat exchanger exit
external 5 combustion gas-heat exchanger shroud interface

G 5 combustion gases in gas turbine engine conditions
HE 5 heat exchanger

inlet 5 heat exchanger inlet
lm 5 log mean
Ni 5 nickel
o 5 parallel plate heat exchanger

silicone 5 thermally conductive silicone paste
SS 5 stainless steel
top 5 level b in heating block~Figs. 5 and 7!

w 5 coolant-heat exchanger interface
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Effect of Substrate Temperature
on Splashing of Molten Tin
Droplets
Tin droplets (0.6 mm diameter) impacting on a polished stainless steel surface were
photographed. Droplet impact velocity was varied from 10–40 m/s and substrate tem-
perature from 80–260°C. A molten metal droplet generator was used to produce uniform
sized tin droplets. The stainless steel test surface was mounted on the end of a rotating
flywheel, giving it linear velocities of up to 40 m/s. A CCD video camera was used to
photograph droplets impinging on the substrate. By synchronizing the ejection of a single
droplet with the position of the rotating arm and triggering of the camera, different stages
of droplet impact were photographed. On a cold surface (20°C) fragments from the
periphery of the droplet broke off and flew off the surface during impact. At a high surface
temperature (240°C) there was much less splashing and the droplet formed a roughly
circular splat. The transition from splashing to circular splats took place at a substrate
temperature of approximately 160°C. A three-dimensional model of droplet impact and
solidification was used to simulate droplet splashing. Numerical results agreed qualita-
tively with photographs of droplet splashing. Simulations showed that freezing around the
edges of droplets creates instability and triggers splashing.@DOI: 10.1115/1.1737778#

Keywords: Droplet, Experimental, Heat Transfer, Impingement, Melting, Solidification

1 Introduction
When a molten metal droplet hits a solid plate and freezes, the

shape of the flattened, solidified splat that is formed depends on
the temperature of the plate. Figure 1 shows aluminum splats
produced by wire arc spraying, a widely used coating process in
which an electric arc is struck between the tips of two continu-
ously fed wires. A high velocity air jet directed at the gap between
the wires strips off droplets of molten metal and propels them onto
the surface being coated. In the study@1# from which Fig. 1 was
taken droplet diameters ranged from 16 to 25mm and velocities
from 100 to 125 m/s. Droplets that landed on a polished stainless
steel plate at 25°C formed irregular shaped splats~Fig. 1~a!!,
while those impinging on a plate heated to 350°C produced almost
perfectly circular splats~Fig. 1~b!!.

Why does surface temperature affect splat shape? The answer
to this question is of much more than academic interest since
coating quality depends on the shape of individual splats@2#.
Fragmented splats produce porous coatings with low adhesion
strength. Splashing—defined as disintegration of a single droplet
upon impact to produce satellite droplets such as those visible in
Fig. 1~a!—reduces deposition efficiency~the fraction of the coat-
ing material which adheres to the surface! because smaller drop-
lets bounce off the surface. The effect of varying substrate tem-
perature is not well understood in the thermal spray industry.
Coating applicators cool components during spraying to avoid
thermal distortion, but rarely make any further effort to monitor or
control substrate temperature. Appropriate thermal management
may offer ways of improving coating quality and reducing wast-
age, but it is not presently clear what optimum surface tempera-
ture should be maintained during spraying.

Controlling the properties of deposits made by accumulation of
molten metal droplets is also of interest in other applications than
thermal spray coating. In microcasting@3–5#, complete objects are
built up by depositing droplets in a stipulated pattern. The metal-

lurgical properties of parts made with this technique depend on
the shape and temperature history of individual droplets@5#.

The transformation from fragmented deposits to circular ‘‘disk
splats’’ as surface temperature rises is well documented@6–11# for
a wide range of metals and ceramics. Some researchers@9# have
conjectured that freezing around the edges of an impinging drop-
let makes it splash: liquid flowing out from the center of a drop
jets upwards when it hits a solidified rim. Delaying solidification,
either by raising surface temperature or increasing thermal contact
resistance at the droplet-substrate interface, is expected to sup-
press splashing. Others@10,11# contend that molten droplets su-
perheat volatile compounds on the surface, which evaporate so
explosively that they shatter the drops. Preheating the surface re-
moves these contaminants. Since these two mechanisms are not
mutually exclusive, it is quite possible that both influence splat
shape.

Several studies have studied splashing of liquid drops where
solidification did not occur. Much of the literature has been re-
viewed by Rein@12#. Photographs have shown that fluid instabili-
ties around the edges of the spreading liquid film lead to the
development of fingers that detach to form satellites drops@13#.
Increased surface roughness is known to enhance fluid instabilities
and promote splashing@14#. The solidified layer appears to act in
much the same way, creating obstacles under the drop that perturb
liquid flow.

Part of the difficulty in identifying the mechanism responsible
for droplet splashing is that no one has directly observed impact
of thermal spray particles: we have to infer details of impact dy-
namics from splat photographs such as those in Fig. 1. Several
papers~e.g.,@15,16#!have presented photographs of molten metal
droplets impacting on a surface, but these have typically been of
large ~2–3 mm diameter!droplets falling under their own weight
onto a surface with relatively low impact velocities~1–4 m/s!.
Weber numbers (We5rV0

2D0 /s), which measure the ratio of
droplet kinetic energy to surface energy, were typically less than
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103 and Reynolds numbers (Re5rV0D0 /m), which measure the
ratio of inertial forces to viscous forces were less than 104. The
molten part of impacting drops did not have enough momentum to
surmount a solidified rim so that freezing around the edges of
droplets suppressed splashing@16#.

Molten droplets in a wire arc spray typically hit a surface with
both Re and We;104. Whereas Re is the same order of magni-
tude as in previous single droplet impact experiments@15,16#, We
is much larger. The mechanism triggering splashing under thermal
spray conditions may be quite different from that observed at
lower We. Computer simulations@17# support the hypothesis
that outward flowing liquid is diverted upwards when it hits a
solid layer. Fluid instabilities force the jetting liquid sheet to
disintegrate.

The objective of our study was to photograph impact of molten
metal droplets at high Weber and Reynolds numbers. We used a
combination of experiments and numerical simulation to deter-
mine the effect of varying both impact velocity and substrate tem-
perature on droplet dynamics.

It is difficult to accelerate a droplet to high enough impact
velocities to obtain Weber numbers typical of thermal spray pro-
cesses. We chose to accelerate the test surface by mounting it on
the rim of a flywheel rotating in the horizontal plane. Droplets
produced by a generator mounted above the edge of the flywheel
fell vertically under their own weight and were hit by the surface
moving horizontally at high speed. In this study we photographed
splashing of molten tin droplets on a stainless steel surface. Drop-

let diameter~0.6 mm!and surface roughness~0.03mm! were kept
constant while impact velocity~10–40 m/s! and substrate
temperature~80–260°C! were varied. Weber numbers ranged
from 8.03102 to 1.33104 and Reynolds number from 2.33104

to 9.23104. A three-dimensional model that simulates fluid flow
and heat transfer, developed earlier by Pasandideh-Fard et al.@18#
and Bussmann et al.@19#, was used to simulate droplet impact
and solidification and obtain insight into the cause
of splashing.

2 Experimental Method
A molten metal droplet generator@20# was used to produce

uniform sized molten tin droplets. Figure 2 shows a schematic of
the system. The main body of the generator was made of stainless
steel. A band heater~Model HBA-202040, Omega Company,
Stamford, Connecticut! was used to maintain the chamber tem-
perature above the melting point of tin. A temperature controller
~Model CN9000A, Omega Company, Stamford, Connecticut! and
a thermocouple were connected to the heater to monitor the con-
ditions. The chamber was filled with tin shot~99 percent pure,
Aldrich Chemical Company, Milwaukee, Wisconsin!.

A commercially available synthetic sapphire nozzle with a 178
mm orifice was inserted into a hole drilled through the other wall
of the chamber and sealed in place with Teflon tape. Teflon
O-rings sealed both bottom and top of the chamber. A T-fitting
was connected to the top plate, so that one outlet acted as a vent
while the other was connected to a nitrogen tank whose outlet
pressure was varied from 125–200 KPa. A solenoid valve~Model
8262G202, Convalve Company, Toronto, Ontario! was placed be-
tween the nitrogen tank and chamber. When the solenoid valve
opened briefly~8–15 ms! a pressure pulse was sent to the cham-
ber forcing a molten tin droplet out through the nozzle. The pres-
sure in the chamber was then relieved by gas escaping through the
vent hole, preventing more droplets from being ejected. By this
method single droplets could be produced on demand by sending
a signal to the circuit controlling the solenoid valve.

To prevent oxidation of tin droplets emerging from the droplet
generator an aluminum pipe with an inner diameter of 10 mm was
attached to the bottom of the chamber. Nitrogen was injected into
this pipe to shield droplets from the atmospheric oxygen. The

Fig. 2 Schematic diagram of the molten tin droplet generator

Fig. 1 Shape of aluminum splats produced by wire arc spray-
ing „D0Ä16– 25 mm, V0Ä100– 125 mÕs…
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volume flow rate of nitrogen was adjusted until it was just enough
to prevent oxidation. The effect of oxidation on droplet formation
was immediately obvious since it produced non-spherical, tear-
drop shaped droplets.

The test surfaces on which molten metal droplets impinged
were stainless steel coupons~38.1 mm long, 25.4 mm wide and
0.51 mm thick!polished on a metallurgical wheel to a mirror
finish with average surface roughness 0.05mm. Test coupons were
mounted on a 9.5 mm thick aluminum plate with the same length
and width as the coupons, which was bolted to the outer rim of a
406.4 mm diameter aluminum flywheel. Another identical plate
was attached to the opposite side of the flywheel to act as a coun-
terweight. A vertical rod inserted through the hub of the flywheel
was connected to the shaft of a variable speed DC motor~model
MS 3130-04/T, Dynetic Systems, Elk River, MN! through a flex-
ible coupling~see Fig. 3!. By varying the voltage applied to the
motor, rotational speeds of up to 3500 rpm were obtained, giving
the test surface linear velocities of up to 80 m/s. The whole system
was mounted on a vibration isolation table.

A slip ring ~Model S4, Michigan Scientific, Charlevoix, MI!
was mounted on the upper end of the flywheel shaft and used to
carry electric power to the test surface and thermocouple signals
from it. The stationary part of the slip ring was fixed to a support
frame. To heat the substrate two 120 W cartridge heaters~Omega
Engineering Co., Stamford, CT! were inserted into holes in the
aluminum plate backing the test coupons. A Chromel-Alumel
thermocouple was inserted into the center of the plate with its tip
touching the stainless steel coupon. The rear surface and sides of
the aluminum plate were insulated to minimize heat losses due to
convection to the air and conduction to the flywheel. By varying
the voltage applied to the heaters the temperature of the test
surface could be controlled. The temperature of the surface
was allowed to reach steady state while rotating before
depositing drops on it. Spatial temperature variations from one
side of the test surface to the other when it was moving were
less than 5°C.

A CCD video camera~Sensicam, Optikon Corporation Ltd.,
Kitchener, Ontario!was used to photograph droplet dynamics dur-
ing impact. It had an intensified CCD chip capable of recording 30
frames per second with a resolution of 128031024 pixels. The
camera could also superimpose up to ten images in every frame,
each with an exposure time as short as 0.1ms, separated by delays

that varied from 0 to 1 ms~selectable in 0.1ms time steps!. A 0.1
ms exposure time was short enough to capture the deformation of
the droplet during the impact, without any blurring caused by the
extremely fast motion of the substrate. To hit a falling droplet with
the moving substrate, and to photograph its impact, three events
had to be synchronized with the position of the arm: ejection of a
droplet, triggering of the camera, and triggering of a flash to pro-
vide illumination. An optical sensor was used to pick up the signal
caused by the flywheel rotation. This signal was then used to
trigger the camera, flash, and droplet generator. Since the fre-
quency of this signal was too high to directly drive the droplet
generator, it first passed through a frequency divider, which re-
duced the frequency by a factor that varied from 2 to 32, depend-
ing on the rotational speed of the arm. The low frequency signal
formed one input of an AND gate~see Fig. 2!.

When we were ready to take a photograph we pressed a switch
which activated the second input of the AND gate, so that the
pulses at the other input were transmitted to a time delay unit. The
rising edge of each pulse provided a reference we used to time all
other events. The digital time delay generator~Model DG 535,
Stanford Research Systems, Sunnyvale, California! controlled the
timing of three subsequent actions with pico-second resolution.
We made droplets collide with the substrate by varying the delay
between the reference pulse and triggering of the droplet genera-
tor. Each droplet was ejected from the generator and fell to a
position coincident with the center of the test surface just as the
arm approached the droplet. The droplet velocity as it exited the
generator was less than 1 m/s, small enough to reasonably assume
impact was normal to the surface even for the lowest velocities in
our experiments, 10 m/s. Tin droplets did not adhere to the stain-
less steel surface after impact but were thrown off by centrifugal
forces.

The flash~Model MVS 7000, EG&G Corp., Salem, Massachu-
setts!timing was adjusted so that droplet impact was illuminated
by a 10ms long burst of light. While the flash was on, the camera
was activated to take a single 0.1ms exposure of an impacting
droplet. By varying the time at which the camera was triggered,
different stages of droplet impact were recorded, and the entire
process of droplet impact reconstructed from a sequence of such
pictures. This single-shot method was used instead of a high-
speed camera because it provided high-resolution photographs in
which satellite droplets were clearly visible.

The entire process of droplet impact and spreading takes be-
tween 100 to 200ms. The repeatability of photographs was only
about 620 ms, which was approximately the interval between
successive frames in a sequence of photographs. Therefore, it was
not possible to assign an exact time to each frame. This was not a
serious shortcoming, as we did not make any time resolved mea-
surements from photographs. They were used only to observe the
shape of droplets as they splashed.

In our experiments we accelerated the substrate to achieve high
velocity impact. This technique did not exactly replicate a spray
coating application, where droplets are accelerated by a high ve-
locity gas flow before they impact on the surface. Nevertheless,
we do not expect the gas velocity to have any significant effect on
droplet shape or impact dynamics, because the viscous shear force
exerted by the surrounding gas on a droplet is much less than the
surface tension force that keeps it spherical. The capillary number
(Ca5mV0 /s) gives the relative magnitudes of viscous and sur-
face tension forces. For a tin droplet traveling with a velocity
V05100 m/s we estimated Ca;1023, showing that the shear ex-
erted by the surrounding gas is relatively small even at high ve-
locities.

A droplet colliding with a rotating surface is acted upon by both
centrifugal and Coriolis forces. An order-of-magnitude analysis

Fig. 3 Schematic diagram of the experimental apparatus

Journal of Heat Transfer JUNE 2004, Vol. 126 Õ 447

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



@21# of the Navier-Stokes equations in which they appear as ad-
ditional body forces, showed that forD0 /Rf!1 ~whereRf is the
distance between the center of the droplet and center of rotation!
both centrifugal and Coriolis forces may be neglected, which was
the case in our experiments.

3 Results and Discussion

3.1 Photographs of Droplet Impact. Figure 4 illustrates
the spreading of a 0.6 mm molten tin droplet impacting with a
velocity of 10 m/s on a stainless steel surface at a temperature of
20°C, photographed with a camera inclined at an angle of 45° to
the substrate. The frames are labeleda to e, representing succes-
sive stages of impact. Triangular protrusions formed around the
periphery of the droplet~Fig. 4~b!!as it spread. These protrusions
then detached from the rim forming tin fragments that flew out-
wards ~Fig. 4~c!!. A roughly circular, solid splat was left on the
surface~Fig. 4~e!!. The pattern of splashing was quite different
from that observed at lower impact velocities, where finger shaped
perturbations formed and detached forming satellite droplets
around the edge@16#.

Suppressing solidification—by increasing substrate temperature
above the melting point of tin~232°C!—prevented droplet splash-
ing at an impact velocity of 10 m/s. Figure 5 shows a 0.6 mm
molten tin droplet landing with a velocity of 10 m/s on a stainless
steel surface. The experimental conditions were exactly the same

Fig. 4 Impact of 0.6 mm tin droplets with a velocity of 10 m Õs
on a stainless steel surface with a surface temperature of 20°C
„ReÄ2.3Ã104, WeÄ8Ã102

…

Fig. 5 Impact of a 0.6 mm tin droplets with a velocity of 10 m Õs
on a stainless steel surface with a surface temperature of Ts
Ä240°C „ReÄ2.3Ã104, WeÄ8Ã102

…

Fig. 6 Impact of a 0.6 mm tin droplets with a velocity of 40 m Õs
on a stainless steel surface with a surface temperature of Ts
Ä20°C „ReÄ9.3Ã104, WeÄ1.3Ã104

…
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as those in Fig. 4, except that the substrate temperature was raised
to 240°C. The droplet smoothly spread out into a thin disk~Fig.
5~d!! with small fingers forming at regular intervals around its
edge. Fingers are created due to Rayleigh-Taylor instability, which
occurs when the surface of a spreading droplet undergoes large
deceleration@22,23#. Surface tension pulled back the molten tin
~Fig. 5~e!!, so that there was almost no splashing, with only the
tips of a few fingers detaching. The final position of the liquid was
asymmetrical due to centrifugal forces that drew the liquid to one
side.

Increasing impact velocity enhanced splashing. Figure 6 shows
the impact of a 0.6 mm molten tin droplet with a velocity of 40
m/s on a surface at 20°C. At this high impact velocity splashing
was much more pronounced than it was at 10 m/s~compare with
Fig. 4!, producing a cloud of debris ahead of the spreading rim.
Violent fragmentation of droplets occurred immediately after im-
pact~Fig. 6~b!!. Large sections of the droplet flew off the surface
~Fig. 6~d!! instead of the small fragments seen in Fig. 4. A small
circular splat remained on the surface~Fig. 6~e!!.

At high impact velocities droplets splashed even on a hot sub-
strate. When a droplet hit a 240°C surface with a velocity of 40
m/s ~Fig. 7! there was some break-up around its periphery~Fig.
7~b–d!!, though less than that observed during impact on a cold
surface~compare with Fig. 6!. There was no discernible formation
of fingers and no recoil of the droplet, unlike that seen at lower
impact velocity, and a roughly circular splat with irregular edges
~Fig. 7~e!!remained on the substrate.

3.2 Numerical Simulation. To model solidification and
splashing of molten metal droplets we used a three-dimensional
model of droplet impact and solidification developed by
Pasandideh-Fard et al. and Bussmann et al.@18,19#. The model
has been discussed in detail in previous publications@17–19,24#,

so it is described only very briefly here. The model solves the
mass, momentum and energy conservation equations, discretized
using a finite volume technique on a three-dimensional, Eulerian
structured grid. Fluid flow was assumed to be Newtonian, laminar
and incompressible. The Volume-of-Fluid~VOF! algorithm was
used to track the free surface of the droplet. Surface tension was
incorporated as a component of the body force acting on the fluid
free surface using the Continuum Surface Force~CSF! model
@19,25#. An adiabatic boundary condition was applied at the drop-
let free surface.

The model requires a value for thermal contact resistance (Rc)
at the droplet-substrate interface, that we had no way of measur-
ing in these experiments. Previous measurements have shown that
contact resistance under impinging droplets decreases as impact
speed is raised, varying from 531026 °C/W for tin droplets im-
pacting with a velocity of 1 m/s to 1026 °C/W at 4 m/s@16#.
Lacking experimental data at higher velocities we tried usingRc

5531027 °C/W and found that predicted droplet shapes agreed
with photographs; all simulations shown in this paper were done
using this value. Advancing and receding contact angles at the
liquid-solid contact lines were set to 140 deg and 40 deg, respec-
tively, based on measurements by Aziz and Chandra@16#, who
found that contact angles did not depend on impact velocity.

Only a quarter segment of each droplet was simulated and the
entire droplet reconstructed by reflecting the results about planes
of symmetry. The computational domain was a cube with sides 6
times droplet radius and height 3 times radius. Based on a mesh
refinement study@18,24#, the mesh size was chosen to be 1/22 of
the droplet radius. Previous experience@15,17,18,24#, confirmed
here, showed that predicted droplet shapes do not change signifi-
cantly when the computational grid is made smaller. However,
once a droplet splashes and small satellite droplets detach, some
of them are of the same size as the mesh spacing. Our simulations,
therefore, do not give reliable information about the shapes of
these secondary droplets and are meant only to model the defor-
mation of the main droplet. Numerical computations were per-
formed on an AMD Athlon 1.4 GHz PC and the maximum CPU
time was 24 hours. Properties of tin used in calculations are given
in Table 1@26#.

Figure 8 shows simulated images of 0.6 mm tin droplets, ini-
tially at 233°C, impinging with an impact velocity of 40 m/s onto
stainless steel surfaces with initial temperatures~a! 80°, ~b! 180°,
and~c! 260°C, respectively. Each column shows a droplet during
successive stages of impact on a surface at a given initial tempera-
ture. To show clearly the extent of solidification in the computer
generated images the liquid was made transparent, with a light
gray color. Solid layers were assigned a darker shade of gray.
Substrate temperature distributions are given in Fig. 9 for sub-
strate temperatures of~a! 80°C and~b! 180°C, at the same times
as those in Fig. 8. Temperature distributions were not given for a
substrate at 260°C, where impact was almost isothermal. In Fig. 9
liquid portions of droplets are shown in white and solid in black.

During impact on a substrate at 80°C~Fig. 8~a!!, solidification
started first along the edges of the spreading drop (t522ms),
where it first contacted the colder substrate. The temperature dis-
tribution in the substrate was essentially one-dimensional, with
the substrate a very short distance beyond the edges of the drop at
its original temperature of 80°C~see Fig. 9~a!t522ms). The
highest temperature gradient, and consequently the highest heat
flux from the droplet, was along its edge. The band of solid ma-
terial grew wider~Fig. 8~a!,t534ms) and freezing also started at
the center of the drop, which had been longest in contact with the

Fig. 7 Impact of a 0.6 mm tin droplets with a velocity of 40 m Õs
on a stainless steel surface with a surface temperature of Ts
Ä240°C „ReÄ9.3Ã104, WeÄ1.3Ã104

…

Table 1 Properties of molten tin

Property r ~Kg/m3! n ~m2/s! s ~N/m! k ~W/mK! cp ~J/kgK)

Value 6970 2.731027 0.526 33.6 244

Journal of Heat Transfer JUNE 2004, Vol. 126 Õ 449

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



substrate. Liquid jetted over the solidified layer along the droplet
rim and broke up into droplets~Fig. 9~a!, t534ms). By t
546ms the bottom of the droplet was entirely solidified, but a
film of liquid remained on top of it and continued to flow out-
wards, forming fingers of liquid around the periphery of the drop
that detached and broke-up to form satellite droplets.

At a higher substrate temperature, 180°C, solidification was de-
layed untilt534ms and was visible only around the fringes of the
droplet. In this case too the lowest surface temperature was just
beyond the edge of the drop~Fig. 9~b!!. The droplet spread to a
greater extent than it did on the surface at 80°C. There was clearly
less splashing in this case because there was no solidified outer
rim to perturb the liquid flow. By the time there was significant
solidification the droplet has already spread to its maximum extent
(t562ms) and liquid velocities were very low.

When substrate temperature was raised above the melting point
of tin ~Fig. 8~c!!no solidification occurred and the droplet spread
to form a smooth disk. Rings of molten tin detached along the rim
of the droplet, leaving a disk of molten metal in the center.

How well do our numerical simulations capture the mechanism
of droplet splashing? Figure 10 shows comparisons between pho-
tographs of splats at their maximum spread and corresponding

simulations at temperatures of temperatures~a! 80°, ~b! 150°, and
~c! 260°C. At the lowest temperature, 80°C, thin radial fingers
projecting from the splat are visible in both the photograph and
simulated image. Bussmann et al.@24# simulated fingering around
the edges of liquid droplets—without solidification—by artifi-
cially perturbing the velocity field after impact to initiate the
growth of fingers. We did not do that in this case, since solidifi-
cation around the droplet edges was enough to trigger an instabil-
ity that produced fingering. Raising the surface temperature to
150°C reduced the number of fingers, leaving an irregular shaped
splat~Fig. 10~b!!. Above the melting point, at a substrate tempera-
ture of 260°C, the splat was almost perfectly circular, though ma-
terial that had detached was visible around the splat.

Explosive vaporization of contaminants on the surface, princi-
pally adsorbed water, has been proposed as one possible mecha-
nism that causes splashing of impacting drops@10,11#. Though
this mechanism is possible in thermal spray applications where
droplets of very high melting point materials impact the substrate,
it is unlikely to be significant in our experiments with tin droplets.
Simulations of droplet impact on a surface initially at 20°C
showed that substrate temperature always remained below 100°C,
precluding rapid vaporization of water.

Fig. 8 Computer generated images of 0.6 mm diameter tin droplets at 233°C impacting with a velocity of 40
mÕs onto stainless steel substrates at initially temperature: „a… 80, „b… 180, and „c… 260°C
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Previous researchers@6–9# examining thermal spray splats
have identified a ‘‘transition temperature,’’ at which droplets stop
splashing and form circular splats. There is a certain subjectivity
in identifying this temperature, since the transition to circular
splats is gradual: we identified a transition temperature range
of approximately 160–180°C, above which splashing greatly
diminished.

4 Summary and Conclusions
We designed and built an experimental apparatus to photograph

high-speed impact of small molten tin droplets on surfaces of
varying temperature. We held droplet diameter and surface rough-
ness~0.6 mm, 0.05mm! constant while varying surface tempera-
ture and impact velocity~120–260°C, 10–40 m/s!.

On a cold surface~20°C! fragments from the periphery of the
droplet broke off and flew off the surface during impact. At a high
surface temperature~240°C! there was much less splashing and
the droplet formed a roughly circular splat. The transition from
splashing to circular splats took place over a range of temperature
between 160–180°C.

A three-dimensional model of droplet impact and solidification
was used to simulate droplet splashing. Numerical results agreed

qualitatively with photographs of droplet splashing. Simulations
showed that freezing around the edges of droplets creates insta-
bility and triggers splashing.

Nomenclature

D0 5 droplet diameter
Rf 5 radius of flywheel
V0 5 droplet impact velocity

Greek Symbols

s 5 droplet surface tension
r 5 droplet density
m 5 droplet viscosity
n 5 droplet kinematic viscosity

Dimensionless Numbers

Re 5 Reynolds number (5rV0D0 /m)
We 5 Weber number (5rV0

2D0 /s)
Ca 5 Capillary number (5mV0 /s)

Fig. 9 Calculated temperature distribution under 0.6 mm diameter molten tin droplets at 233°C impacting
with a velocity of 40 m Õs onto stainless steel substrates initially at temperatures of „a… 80°C and „b… 180°C
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Fig. 10 Comparison between simulation and photographs of
0.6 mm molten tin droplets at their maximum diameter impact-
ing with a velocity of 40 m Õs onto a stainless steel surface at a
temperature of „a… 80°C, „b… 150°C, and „c… 260°C
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Axially Tapered Microchannels of
High Aspect Ratio for Evaporative
Cooling Devices
Analytical solutions are derived for evaporating flow in open rectangular microchannels
having a uniform depth and a width that decreases along the channel axis. The flow
generally consists of two sequential domains, an entry domain where the meniscus is
attached to the top corners of the channel followed by a recession domain where the
meniscus retreats along the sidewalls toward the channel bottom. Analytical solutions
applicable within each domain are matched at their interface. Results demonstrate that
tapered channels provide substantially better cooling capacity than straight channels of
rectangular or triangular cross section, particularly under opposing gravitational forces.
A multiplicity of arbitrarily tapered channels can be microfabricated in metals using
LIGA, a process involving electrodeposition into a lithographically patterned mold.
@DOI: 10.1115/1.1735744#

Keywords: Channel Flow, Evaporation, Heat Transfer, Heat Pipes, Microscale

Introduction
Evaporative cooling devices such as heat pipes and capillary

pumped loops utilize capillary suction to draw liquid into the
evaporation region. This capillary suction results from the pres-
sure differential across the phase interface between a liquid and
vapor. According to the Laplace-Young relation, the interfacial
pressure difference is proportional to the surface tension and is
inversely proportional to the radius of curvature of the interface.
Further, since the pressure within the liquid is generally less than
that in the adjacent gas, the liquid pressure decreases as the radius
of curvature becomes smaller. Thus, liquid is drawn toward re-
gions where the radius of curvature is small and the liquid pres-
sure is low.

In traditional evaporative cooling devices the wick is con-
structed of a porous material such as a sintered metal, a felt metal,
or a layered screen@1#. Metals are used because high thermal
conductivity is needed to transfer heat through the wick to the
liquid/vapor interface where evaporation is intended to occur, thus
avoiding bubble formation within the wick. The performance of a
wick material is strongly dependent upon its microstructure. It is
generally beneficial to have relatively small pores or interstices
within the material since this reduces the minimum radius of cur-
vature of the phase interface, increasing the capillary pressure
difference available to draw liquid into the wick. However,
smaller pores result in greater frictional resistance and, hence,
slower rates of liquid transport through the wick. Thus, the opti-
mum pore size must strike a balance between these opposing re-
quirements.

Engineered wick structures are now being produced by modern
microfabrication techniques. Electrical discharge machining
~EDM! of metals and chemical etching of silicon have been used
to create microgrooves having triangular, trapezoidal, sinusoidal,
and nearly rectangular cross sections@2–4#. Of these alternative
shapes, triangular grooves have received by far the most attention
as illustrated by references in@5–8#. The focus on this geometry
may be largely because it provides a monotonic decrease in me-
niscus radius and capillary pressure as the meniscus recedes into
the wedge shaped channel, as illustrated on the left side of Fig. 1.
However, the triangular shape provides only half the cross sec-

tional area of a rectangular channel, the viscous friction is greater
and, in addition, deep triangular cross sections can not be readily
produced using lithographic processes that have been so success-
ful in mass production of semiconductor devices.

Lithographic processes are very well suited to the fabrication of
devices having a great multiplicity of highly detailed microscale
features. In particular, the LIGA process can be used to produce a
multiplicity of metal channels having widths down to a few mi-
crons and depths as large as a millimeter or more@9,10#. In LIGA,
a high-energy x-ray source is used to expose a thick photoresist,
typically PMMA, through a patterned absorber mask. The ex-
posed material is then removed by chemical dissolution in a de-
velopment bath. This development process yields a nonconducting
mold having a conducting substrate beneath deep cavities that are
subsequently filled by electrodeposition. The resulting metal parts
may be the final product or may be used as injection or embossing
molds for mass production. However, since the exposure beam is
generally aligned perpendicular to the patterned mask, LIGA and
other lithographic processes are best suited for fabrication of
channels having vertical sidewalls and hence a rectangular cross
section. Multiple x-ray exposures at different angles to the mask
could be used to produce triangular channels, but not without
added complexity and loss of precision.

Although amenable to LIGA fabrication, straight rectangular
microchannels have one notable disadvantage. As illustrated on
the right side of Fig. 1, the capillary pressure varies with the liquid
height in the channel only so long as the meniscus remains at-

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HEAT TRANSFER. Manuscript received by the Heat Transfer Division June 6, 2003;
revision received February 17, 2004. Associate Editor: K. D. Kihm.

Fig. 1 Liquid configuration within straight microchannels of
triangular and rectangular cross section. Straight rectangular
channels have a dead zone where capillary pressure does not
vary with fluid depth.
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tached to the top corners of the channel. The radius of curvature of
the interface may then range anywhere between infinity for a flat
meniscus to a minimum radius that corresponds to a minimum
wetting angle determined by fluid/solid interfacial energies. How-
ever, once the meniscus recedes into the channel and leaves the
singular corner point, the wetting angle is fixed at its minimum
value. Thus, there is a broad range of liquid levels in the channel
for which the radius of curvature and the corresponding capillary
pressure are invariant. Within this ‘‘dead zone’’@3# there will be
no capillary pressure variation to draw fluid toward the drier end
of the channel. It is only when the meniscus reaches the channel
bottom and begins to recede into the corners that a capillary pres-
sure gradient can again be established. But in this regime the fluid
depth can be no greater than half the channel width.

In the present paper we analyze the flow along an axially ta-
pered microchannel having a rectangular cross section that nar-
rows in width along the intended flow path toward the heat source,
as illustrated in Fig. 2. Such channels have no dead zone, they can
be fabricated by lithographic processes, and they are shown here
to generally perform better than triangular grooves or straight
rectangular channels. This comparison will be based on the com-
puted ‘‘capillary limit’’ @1# describing the heat flux limitations
imposed by axial transport of a viscous fluid in response to cap-
illary pressure variations. To address this issue we restrict our
modeling to the bulk axial flow. We do not perform detailed mod-
eling of the transverse thin-film flow into the contact line where
the meniscus meets the channel wall@5,11#because the influence
of these submicron scale processes on the axial flow can be incor-
porated through an apparent contact angle@12# which should be
relatively insensitive to the channel geometry. Although we utilize
familiar models of the process physics@1,5–8,12#, this is to our
knowledge the first analysis of flow in axially tapered microchan-
nels. To facilitate analytical solutions we focus on the case where
the channel depth is much greater than the channel width. This
limit of high aspect ratio also provides the greatest fluid flow and
hence the greatest capillary limit for any given channel width. In
addition to these benefits, high aspect ratio metallic structures like
these are a primary target of the LIGA microfabrication technol-
ogy.

Governing Equations
The one dimensional continuity equation describing steady

evaporating flow along the tapered microchannels of Fig. 2 may
be written as

hf g

d

dx
~sruAcc!52q9Wb (1)

Here,hf g is the heat of evaporation,x is the axial position,r is the
liquid density,u is the mean axial speed,Acc5HW is the cross
sectional area of a channel of widthW and heightH, ands is the
liquid saturation describing the fraction of the channel cross sec-
tion containing liquid. It is assumed here that all of the heat flux
q9 applied to the channel bottom is carried away by local fluid
evaporation. This flux is applied to a base width,Wb , somewhat
greater than the corresponding channel width,W, owing to the
presence of webs between neighboring channels.

The fluid speed,u, is determined by the balance between vis-
cous friction, the gravity force along the channel,rgx , and the
gradient of the liquid pressure,P, ,

u52
W2

12m S dP,

dx
1rgxD (2)

The factor of twelve appearing in the denominator strictly applies
only in the limit of deep channels where the flow resembles that
between closely spaced parallel plates, but this constant can be
adjusted to better approximate the friction in shallower channels
@1,13,14#. The viscositym is presumed uniform and the sign of the
gravitational term implies that a positive gravity force opposes the
pressure driven flow.

The Young-Laplace equation relates the pressure difference
across the vapor/liquid interface,DP, to the surface tension,s,
and the interfacial radius of curvature,R.

DP5Pv2P,5
s

R
(3)

The radius of curvature will be based on only the component in
the cross sectional plane of the channel since the axial radius of
curvature is usually much greater. Moreover, since the Bond
Number Bo5rgW2/s is small in channels of submillimeter
width, the radius of curvature may be taken as constant at any
cross section. This approximation is made with the understanding
that a change in curvature may occur as the circular meniscus
merges into a submicron thin film that often covers portions of the
wall and sometimes extends onto the webs between channels@2#.
Although the presence of a thin film obscures the meaning of a
contact angle, it can be defined in the macroscopic sense as the
angle between the sidewall and a circular meniscus that is ex-
tended to meet the wall. An apparent contact line can be defined in
the same manner. Since the axial flow is only sensitive to the
macroscopic radius,R, the thin film physics are conveniently in-
corporated through their influence on the apparent contact angle
a, relating the channel width to the bulk radius of curvature,
W/R52 cosa. Finally, for simplicity, we will assume that the
external vapor pressure is uniform, so that the pressure gradients
in the liquid result only from variations in the capillary pressure
differential,DP5Pv2P, .

Combination of Eqs.~1! and~2! yields a single ordinary differ-
ential equation describing axial variations of the normalized liquid
pressure and saturation.

d

dj S sw3S dp

dj
1G* D D5Q* (4)

The lower case variables appearing here have been normalized in
the following manner:

j5
x

L
w5

W

Wo
p5

P,2Pv

DPo
(5)

Here,L is the channel length, andWo is the channel width at the
entrance. The characteristic pressure differential,DPo , represents
the maximum attainable capillary pressure in a channel of width
Wo associated with a radius of curvatureRo5Wo /(2 cosao) cor-
responding to a prescribed minimum wetting angle,ao .

DPo5
s

Ro
52 cosao

s

Wo
(6)

Fig. 2 Axially tapered channels increase the available capil-
lary pressure gradient and eliminate the dead zone normally
associated with rectangular channels
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The two dimensionless parameters appearing in Eq.~4! are the
normalized heat flux and normalized gravitational force.

Q* 5
q9

Hrhf g
S 12m

DPo
D WbL2

Wo
3

G* 5
rgxL

DPo
(7)

The channel width is for the moment assumed to vary linearly
along the channel fromWo to We such that

w5
W

Wo
512Dwj where Dw5

Wo2We

Wo
(8)

After presenting comprehensive results for this simplest case, we
will later briefly consider other power-law variations of the chan-
nel width and the reasons why they do not generally perform as
well.

Analytical Solutions
The governing differential equation, Eq.~4!, can be readily in-

tegrated once for any prescription of the axial heat flux variation,
here taken as uniform, to obtain

sw3S dp

dj
1G* D52Q* ~12j! (9)

This expression incorporates the boundary condition that there be
no flow at the end of the channel~j51! as appropriate either at a
dead-end or at the end of the wetted portion of a longer channel.
The two unknown functions,p and s, appearing in Eq.~9! are
generally constrained by the following relationship between the
liquid pressure and the radius of curvature,R, which is an implicit
function of the fluid saturation.

p[
P,2Pv

DPo
52

Ro

R~s!
52

Wo

2 cosaoR~s!
(10)

Equations~9–10! must generally be numerically integrated in a
coupled manner over two sequential flow domains, an entry do-
main or ‘‘accommodation’’ region@6# wherein the meniscus re-
mains attached or ‘‘pinned’’ to the top corners of the channel~see
Fig. 1~b!!, followed by a recession region in which the meniscus
recedes to the channel floor. However, for channels of high aspect
ratio it is possible to simplify and to partially decouple the gov-
erning equations within each subdomain.

In the entry or pinned-meniscus region, the meniscus curvature
increases and the liquid pressure decreases with distance owing to
the decreasing volume of fluid within the channel. In this region a
thin film of liquid is likely to extend onto the top surface of the
webs between channels, as observed in@2#, and the apparent con-
tact angle is determined not by fluid/solid interfacial energy con-
siderations but rather by the local fluid volume within the channel
and the requirement that the meniscus~excluding the thin film
region!have a constant curvature. Although the reduction in fluid
depth is required to produce an axial pressure gradient, there is
very little reduction in the fractional saturation of a channel hav-
ing a high aspect ratio. Even for a contact angle of zero, the
maximum possible reduction in saturation is readily found to be
only p/8A or about 4 percent for an aspect ratioA5H/W of ten.
Thus, in the limit of largeA it is permissible sets51 in Eq. ~9!
and to perform the integration, yielding

p~j!5p~0!2G* j2Q* F~j! (11a)

where

F~j!5E
o

j 12j

~12Dwj!3
dj5

j

2 S 22j2Dwj

~12Dwj!2 D (11b)

In neglecting the variation in s we accept an error of order
uDs/sDu;Ds/s,1/A and even this small error is offset by as-
suming thats51 rather than (12Ds) at the entry to the recession
domain.

In the meniscus recession domain, the apparent meniscus con-
tact line recedes below the top corners of the channel and the
apparent contact angle is fixed at a minimum value,ao , that is
mainly dependent on solid/fluid interfacial energies. A thin film
may still be present above the meniscus contact line, and the value
of the minimum contact angle may be altered by local fluid evapo-
ration, as explained later in the discussion of example calcula-
tions. However, since the value of the apparent contact angle is
constant, or nearly so, the capillary pressure in this domain is
controlled primarily by variations in the channel width in accor-
dance with Eq.~10!.

p52
Ro

R
52

Wo

W
52

1

w
52

1

12Dwj
(12a)

and, hence,

dp

dj
52

Dw

w2
(12b)

These relationships hold for any value of the minimum wetting
angle since the corresponding radius of curvature is always pro-
portional to the channel width. The resulting liquid pressure gra-
dient can be substituted into Eq.~9! to obtain an explicit repre-
sentation ofs in terms of the prescribed variation inw.

s5
Q* ~12j!

w~Dw2G* w2!
(13)

This equation applies either to the recession region of a flow hav-
ing a fully wetted entry region or to a flow that enters the channel
with a saturation less than unity.

The saturation profile given by Eq.~13! must approach zero at
the channel end~j51! in order to meet the requirement of zero
mass flow. A vanishing saturation is necessary because the pres-
sure gradient in the liquid is determined by the given channel
convergence and by the fixed wetting angle on the channel walls.
Thus, in the limit of high aspect ratio a finite saturation at the end
wall implies a finite flux through the wall unless the meniscus is
attached to either the top corners or the channel floor, the gray
zones highlighted on the right side of Fig. 1. A vanishing pressure
gradient at the end wall can thus be accommodated for all finite
aspect ratios by taking into account the flow in the bottom corners
of the channel. However, these refinements are unimportant at
high aspect ratios and will not alter predictions of maximum sus-
tainable heat fluxes, our main interest, since the saturation cer-
tainly goes to zero in that instance.

Matching conditions must be satisfied at the interface between
the entry region and the recession region. Continuity of the liquid
pressure requires equality of the expressions given in Eqs.~11!
and ~12a!.

p~j!52
1

w
5p~0!2G* j2Q* F~j! (14)

Continuity of the mass flux is enforced by equating alternative
expressions forQ* derived form Eqs.~11! and ~13!.

p~0!2p~j!2G* j

F~j!
5

sw~Dw2G* w2!

~12j!
(15)

Equations~14! and ~15! are conveniently combined by substitut-
ing 21/w for p~j! in Eq. ~15!. Since a discontinuity in saturation
is generally allowable, the value of s on the forward side of the
matching interface may be less than unity. For chosen values of
this saturation and the parametersG* and Dw, the two sides of
Eq. ~15! are simply functions ofj. Thus, widely available root
finding routines can be used to find the value ofj where the
matching conditions are satisfied. We utilized a routine called
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FZERO @15# to meet relative and absolute error tolerances of
10210. The corresponding value ofQ* is then readily computed
from either side of Eq.~15!.

Pressure and Saturation Profiles
Figure 3 illustrates pressure profiles computed from Eq.~11!

that applies when the meniscus is attached to the top corners of
the channel. The normalized inlet pressure is taken as zero as
appropriate for the flat interface of a fully flooded channel. For the
chosen value ofDw50.5, the width of the channel at its end
~j51! is half that at the inlet and so the minimum attainable value
of the normalized liquid pressure is22.0. Evaporation within the
channel causes depression of the downward bowing meniscus,
reducing the local pressure and drawing fluid into the channel. For
a given heat flux, the meniscus~and liquid pressure!at the channel
end are drawn down to an equilibrium level sufficient to maintain
the flow rate needed to offset evaporative losses. With increasing
Q* , the pressure at the end of the channel decreases and the
radius of curvature becomes progressively smaller. Note that the
pressure gradient at the channel end is always zero, consistent
with the requirement that there be no flow through the end wall.

For a dimensionless heat flux ofQ* 52, the exit pressure
reaches its minimum value ofp522.0, corresponding to the
minimum contact angle. An upper bound on the heat flux associ-
ated with this condition can be readily derived by evaluating Eqs.
~11! at j51 and substituting the maximum and minimum possible
value of the inlet and outlet pressures,p(0)max50 and p(1)min
52Wo /We521/(12Dw), leading to

Qmax* <
1

F~1!
@p~0!max2p~1!min#52~12G* ~12Dw!!

(16)

Remarkably, it is seen that in the absence of a gravitational force
along the channel (G* 50) the corresponding flux, a provisional
estimate of the maximum sustainable flux,Qmax* , is the same for
all tapers. It might also appear from Eq.~16! that a very strong
taper (Dw51) could entirely negate the influence of an adverse
gravitational force. However, as explained below, this provisional
estimate of the maximum sustainable flux is too optimistic.

The dotted line in Fig. 3 corresponds to a normalized pressure
of p521/w. In accordance with Eq.~12a! this line indicates the
minimum attainable liquid pressure at any location along the

channel, corresponding to the minimum wetting angle and the
width at that location. Since the actual liquid pressure must al-
ways be greater, the solution shown forQ* 52 must be rejected.
At a somewhat smaller value ofQ* the end of the channel will
begin to dry out causing backward recession of the meniscus. It
follows that the liquid saturation at the end of the channel will be
zero when the maximum sustainable heat flux is applied. Larger
heat fluxes would result in a dry section at the channel end. Thus,
we will refer to this limiting dryout heat flux as the maximum
sustainable heat flux, or simply the maximum flux. The normal-
ized value of this maximum flux will be denotedQmax* .

Figures 4 and 5 illustrate pressure and saturation profiles corre-
sponding to the maximum sustainable heat flux forDw50.5 and
for various values of the inlet pressure,po5p(0). Theuppermost
curves forpo50 describe the end member solution of the family
just shown in Fig. 3; the corresponding maximum heat flux is
Qmax* 51.87. The smaller values of the inlet pressure,po , corre-
spond to a greater meniscus curvature at the inlet. With decreasing
inlet pressure, the transition point from a pinned meniscus to a

Fig. 3 Pressure distribution along channel having a 50 per-
cent taper for various heat fluxes. Pressure cannot fall below
dotted line indicating minimum pressure based on local width.

Fig. 4 Pressure distributions under conditions of maximum
heat flux for various choices of inlet pressure

Fig. 5 Saturation profiles under conditions of maximum heat
flux for various choices of inlet pressure
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receding meniscus moves backward, reaching the entrance just as
po goes to zero. The associated maximum heat fluxes also de-
crease withpo , since the available driving pressure differential
between the inlet and exit is smaller. Comprehensive calculations
of the maximum sustainable heat fluxes for various channel tapers
and shapes are presented in the next section.

The saturation profiles in Fig. 5 all begin withs51 at the
transition point between the pinned and receding meniscus do-
mains. We sought solutions having an abrupt jump in saturation
from unity in the entry region to a smaller value ahead of the
transition, but we found no such solutions even for cases where
the channel taper was not linear with distance. Given that obser-
vation, it can be seen from Eq.~9! thatdp/dj must be continuous
at the transition whens andw are both continuous. This condition
is seen to be properly satisfied by the pressure profiles in Fig. 4.
The saturation profile forpo521 has a saturation of unity at the
channel inlet. This is an end-member both for this set of solutions
and for those shown in the next figure.

Figure 6 presents saturation profiles for values of the inlet satu-
ration, so , ranging from 0.25 to 1.0. Sinces50 at the leading
edge of each, these represent dryout profiles for increasingly large
values ofQmax* , each corresponding to a particular inlet saturation.
The relationship betweenQmax* , so , andG* is obtained by evalu-
ating Eq.~13! at the inlet location wherew51, j50 ands5so .

Qmax* 5so~Dw2G* ! (17)

Thus,Qmax* is simply proportional toso . Two sets of profiles are
shown in Fig. 6. The upper set forG* 50 has no opposing gravi-
tational force, while the lower set is for a gravitational force of
G* 50.48, very close to the limiting value ofG* 50.50 for which
any heat flux is sufficient to dry out the channel. Equation~17!
correctly describes the maximum sustainable heat flux for a chan-
nel that is not fully saturated at the inlet. Note that the maximum
sustainable heat flux for this domain is proportional toDw and is
therefore zero for a straight channel. There can be no heat flux for
Dw50 because there can be no pressure gradient along a straight
channel with a receding meniscus~see dead zone in Fig. 1!except
in the bottom corners where the flow volume and speed become
insignificant in the limit of high aspect ratio. The sustainable heat
flux for these corner flows can be readily estimated from previous
studies of flow in triangular grooves@1,5–8,12,16#or by minor
modification of our later analysis of flow in triangular grooves of
high aspect ratio.

Maximum Sustainable Heat Fluxes

For a given choice of the parameters,G* , po , and Dw, the
maximum sustainable heat flux can be computed by first solving
Eq. ~15! to identify the normalized position,j, of the transition
between the entry region and the meniscus recession region. This
value ofj and the corresponding value of w are then substituted
into either Eq.~11! or Eq. ~13! to obtainQmax* . Since these equa-
tions describe interfacial conditions, the appropriate values ofs
andp(j) are unity and21/w, respectively.

The variation of the maximum sustainable or dryout heat flux
with the normalized inlet pressure is illustrated in Fig. 7 forG*
50 and for several values of the normalized taper,Dw. For Dw
50, the maximum flux is found to increase linearly withpo , in
accordance with the equality of the following relation derived
from Eq. ~11! by substitution of the limiting minimum value of
the outlet pressure,p(1)min52Wo /We521/(12Dw).

Qmax* <
1

F~1!
@p~0!2p~1!min#5212~12Dw!p~0! (18)

However, as seen in Fig. 7 this relationship clearly does not hold
as an equality in the opposite extreme of a very strong taper,
Dw51. In this instance the maximum flux is simply unity,Q*
51, regardless of the inlet pressure. This behavior for largeDw is
very robust in the sense that the maximum flux is not sensitive to
inlet conditions that are sometimes influenced by other compo-
nents within the system such as the pressure drops in the connec-
tor tubes of a capillary pumped loop.

For intermediate values ofDw the maximum flux profiles illus-
trated in Fig. 7 transition between these limiting straight lines that
apply in the limits ofDw50 and 1. Note that asp0→21, the
maximum flux is accurately given byQmax* 5Dw, in accordance
with Eq. ~17!. This is expected because the transition point be-
tween pinned and receding meniscus domains approaches the
channel entrance asp0→21, leaving only the receding meniscus
domain described by Eq.~17!. Note that in this same limit, the
equality of Eq.~18! would have incorrectly predicted thatQmax*
52Dw. This inaccuracy is not surprising because Eq.~18! is only
strictly applicable to the entry or pinned meniscus region of an
untapered channel. The entry region becomes increasing impor-
tant in the limit asp0→0. In this limit, it is seen in Fig. 7 that the
maximum sustainable heat flux decreases withDw, but the reduc-
tion from the global maximum ofQ* 52.0 is only about 15 per-

Fig. 7 Variation of maximum heat flux with inlet pressure for
various linear tapers

Fig. 6 Saturation profiles under conditions of maximum flux
for various choices of the inlet saturation
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cent forDw50.7, increasing to a maximum possible reduction of
50 percent forDw51. So on the whole, it appears that taper is
desirable in dealing with inlet conditions that are less than ideal
~i.e., po,0) but that tapers greater than 70 percent are probably
unwise.

The benefit of channel taper is greatest when an opposing gravi-
tational force is present. This is because the stronger taper pro-
duces a smaller channel width at the exit, reducing the minimum
liquid pressure available to draw fluid upward against gravity. As
seen in Fig. 8, a stronger taper extends the operating range of an
evaporative cooling device to larger values ofG* . In the absence
of taper, the maximum heat flux,Q* , decreases linearly withG* ,
falling to Q* 50 atG* 51. A 50 percent taper (Dw50.5) doubles
the operating range toG* 52.0 while only slightly reducing the
maximum sustainable heat flux forG* 50. With increasing taper,
the maximum flux forG* 50 gradually decreases toQ* 51.0
while the operating range extends toG* 54.0 in the limit as
Dw→1. However, a 70 percent taper can provide nearly a factor-
of-three increase in the operating range while only reducing the
maximum attainable flux atG* 50 by 15 percent. This amount of
taper also provided well balanced performance under variations in
the channel inlet pressure, as seen earlier in Fig. 7.

Concave and Convex Tapers
The influence of a nonlinear channel taper is now explored for

power-law profiles of the form

w5
W

Wo
5~12Dvj!m (19)

where the parameterDv is chosen as follows to provide a normal-
ized width variation ofDw.

Dv512~12Dw!1/m (20)

These power-law shapes permit analytic integration of Eq.~9!
yielding a pressure profile given by Eq.~11a! except that the
function F now takes the following form in whichM53m andM
may not have the values of 1 or 2.

F~j!5
12Dv

~M21!Dv2
@12~12Dvj!2~M21!#2

1

~M22!Dv2

3@12~12Dvj!2~M22!# (21)

Saturation profiles for the receding meniscus domain are given by
an expression analogous to Eq.~13! except that the pressure gra-
dient is evaluated asdp/dj5w22(dw/dj) based on the above
profile shape. The matching conditions between the entry region
and the receding meniscus region are analogous to Eqs.~14! and
~15!.

Figure 9 illustrates the variation of the maximum heat flux with
po for m50.2 ~dotted lines!and form510 ~solid lines!. As seen
in the inset of Fig. 10, the interior of the channel is convex~blunt
nosed!for m.1, linear for m51, and becomes concave~cusp
shaped!for m.1. By comparing the results in Figs. 7 and 9 it is
clear that convex shapes reduce the influence of taper while con-
vex shapes accentuate it. However, for stronger tapers~e.g.,Dw
50.9 and 0.95!the concave channel shapes clearly do not per-
form as well as their linear counterparts. Thus, these results for
varying inlet pressures suggest that convex and concave shapes
are no better than a linear taper.

Fig. 8 Variation of maximum heat flux with opposing gravita-
tional force for various linear tapers

Fig. 9 Variation of maximum heat flux with inlet pressure for
various nonlinear tapers

Fig. 10 Variation of maximum heat flux with opposing gravita-
tional force for various nonlinear tapers: mÄ0.2 „dotted lines…;
and mÄ10 „solid lines …. Inset illustrates nonlinear taper
shapes.
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The performance of convex and concave channels under vary-
ing gravity forces is illustrated in Fig. 10. Here again, the convex
and concave channels generally underperform their linear coun-
terparts. Moreover, the convex channels with strong tapers (Dw
50.7 and 0.9!suffer from an abrupt reduction in maximum sus-
tainable heat flux at the points marked by diamond shaped sym-
bols in Fig. 10. At these points, the character of the solutions
change in that the sign ofds/dj becomes positive on the down-
stream side of the transition from pinned to receding meniscus,
with the unphysical implication that the saturation exceeds unity.
We believe that steady solutions for greaterG* enter the channel
with unit saturation and have heat fluxes considerably less than
those indicated by diamond symbols. Thus, it appears that on the
whole, linear tapers are preferred over convex and concave
shapes, particularly when robust operation is important.

Cascade of Progressively Bisected Channels
The benefit of channel taper can be realized in a discrete, step-

like manner by serial connection of a sequence of successively
narrower straight channel segments. As an example, we consider a
sequence constructed by insertion of partitions that progressively
bisect each of the channels over a portion of their length, as illus-
trated in the inset of Fig. 11. The resulting flow path consists ofN
axial stages, with 1 channel in the first stage, 2 identical parallel
channels in the second stage, 4 channels in the third stage, and so
on. This configuration makes full use of the available plan-form
area and is relatively easy to analyze. Application of Eq.~9! to the
ith stage yields

niwi
3S dp

dj
1G* D52Q* ~12j!52Q* @~12j i 21!2~j2j i 21!#

(22)

whereni is the number of parallel channel segments of widthwi ,
j i 21 , andj i are the normalized coordinate values at the entrance
and exit of theith segment, andDj i5j i2j i 21 is the segment
length. Here, the saturation levelssi have been taken as unity
because all of the channel segments are untapered and so will dry
out as soon as the meniscus recedes below the top corners. Inte-
gration of this expression over the segment provides a relationship
between the geometric parameters, the pressure drop over each
segment,Dpi5pi 212pi.0, and the normalized heat flux applied
to each segment,Qi* .

Qi* 5
niwi

3~Dpi2G* Dj i !

Dj i S 12j i 211
Dj i

2 D (23)

To optimize the device performance, we determine the lengths
of the dividing partitions by requiring that all the available pres-
sure drop be utilized in each successive stage. The meniscus cur-
vature at the outlet of each segment must then be equal to the
minimum possible value, and sopi521/wi . Since the pressure
must be continuous, the inlet pressure of theith segment must be
the same as the outlet pressure of the (i 21)th, pi 21521/wi .
This requires that the radius of curvature be the same on both
sides of the transition between stages, as illustrated in the cross
sectional view of Fig. 11. The adjustment between the two menis-
cus profiles shown in Fig. 11 will take place over about one chan-
nel width on each side, a distance far smaller than typical axial
dimensions. In the examples presented below the prescribed inlet
pressure of the first stage,po , is taken as zero, corresponding to a
flat inlet meniscus.

Dpi5S 1

wi
D for i 51; Dpi5S 1

wi
2

1

wi 21
D for i .1

(24)

Since theith stage consists ofni identical parallel segments, the
width of each segment is computed by subtracting out the total
width of (ni21) dividers each having a normalized thickness,t,
and dividing the remainder byni .

wi5S 12t~ni21!

ni
D where ni52i 21 (25)

The only remaining unknowns are theN22 values ofj i for i
52, N21 and the unknownQi* . However, since allQi* must be
identical for a spatially uniform heat flux, there are a total of only
N21 unknowns (Q* and N22 j’s!. The correspondingN21
equations are obtained by simply requiring thatQi* 5Qi 21* for i
52, N. These nonlinear equations are solved to error tolerances of
10210 by a general-purpose iterative routine, DNSQE, developed
at Sandia National Laboratories@15#.

Figure 11 illustrates the maximum sustainable heat flux as a
function of the opposing gravitational force,G* , for various num-
bers,N, of stages. ForG* 50, the maximum flux increases from
Q* 52.0 to 2.5 when a single partition is added, that is, whenN
increases from 0 to 1. The single partition of optimum length
begins atj50.552 and extends toj51. Introduction of additional
optimally sized partitions increases the maximum flux forG*
50 in accordance with the sequence

Qmax* 521(
i 51

N S 1

2D i 21

(26)

toward a limit ofQ* 53 for an infinite number of stages. Fortu-
nately, most of the benefit is gained with only two or three stages,
since it is often impractical to introduce more than a few stages
owing to the space occupied by the dividers themselves.

Our example calculations are for an idealized situation where
the partition thickness is negligible compared to the inlet channel
width. A divider thickness that is 10 percent of the inlet width
(t50.1) will only permit a maximum of nine channels, so two or
three stages is all that can be used for that case. Thus, a fabrication
technology capable of producing very narrow partitions would
certainly be beneficial. Although the divider thickness must be
large enough to effectively conduct heat from the substrate to the
evaporation interface, the width of the dividers can be cut in half
at each stage while still maintaining the same total cross sectional
area for heat conduction, because the number of dividers doubles
at each stage.

The benefit of split channels is greatest when the opposing
gravity force is large, as clearly seen in Fig. 11. In the absence of

Fig. 11 Variation of maximum heat flux with gravitational force
for channels bisected N times by narrow splitter plates „t *
Ä0…. Inset schematically illustrates channel geometry for N
Ä3.
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any dividers (N50), the maximum heat flux is zero for normal-
ized gravitational forces greater thanG* 51. In contrast, the use
of two stages extends the range of operation toG* 54, while also
increasing the maximum flux toQ* 52.75, forG* 50. To obtain
the same gravitational lift using continuous straight channels
would necessitate a factor of four reduction in channel width,
reducing the sustainable heat fluxes by that same factor as appar-
ent from the scaling relations given by Eqs.~4–7!. However, it is
important to point out that the results presented in Fig. 11 indicate
maximum possible fluxes for configurations that are optimized for
the indicated gravitational force. Thus, if we desire a system that
operates well in a range fromG* 50 to 4, we might choose to
optimize the geometry based on a gravitational force ofG* 52.
Note that the maximum permissibleG* ~whereQ* goes to zero!
depends only on the number of stages.

The channel width profiles of the optimized multistage channel
configurations are illustrated in Fig. 12. The stairstep plots indi-
cate the channel width as a function of axial position for the case
of very narrow partitions. Channel shapes optimized forG* 50
are shown forN52, 4, and 8 stages. It is interesting to note that
for G* 50 the taper of the channel might be judged as nearly
linear based on a construction of lines connecting the centers of
the channel segments. It is also seen that the lengths of the first
partitions are not greatly altered by insertion of additional parti-
tions, since the locations of the first steps are relatively insensitive
to the number of stages,N. This observation also holds true for
shapes that are optimized forG* 54 and 15. In these latter cases
the results forN52 are omitted to reduce the confusion of addi-
tional overlapping lines. It is seen that the optimum shapes for
large G* have a convex profile, in agreement with previous re-
sults for smoothly tapered channels.

Comparison With Triangular Grooves
Because of the popularity of evaporative cooling channels hav-

ing a triangular cross section@1–8#, we now compare their per-
formance with that of tapered channels. We again consider the
case of high aspect ratios partly for simplicity and partly because
the maximum heat flux increases linearly with the channel depth,
as explained earlier. In this limit, the axial fluid speed at any
elevation may be taken as proportional to the width at that depth.
Area weighted integration of this speed over the height of the
groove indicates that the mean axial speed in the channel is given

by Eq. ~2! with the divisor in the denominator increased from 12
to 24, in good agreement with numerical results ranging from
24.25 to 27.6 for apex angles from 5 to 60 deg in@16#. This factor
of two is combined with an additional factor of two reduction in
the cross sectional area of the channel to provide a reduction in
heat fluxes by a factor of four. If we leave our scaling ofQ*
unchanged, this factor of four can be inserted as a divisor on the
left sides of Eqs.~4! and ~9!.

Assuming that the triangular groove is not tapered along its
axis, it follows from our analysis of straight rectangular channels
that a heat flux ofQ* 52./4.50.5 can be carried without any
recession of the pinned meniscus into a triangular groove. Recall
from Figs. 3 and 7 that a tapered channel with a 50 percent re-
duction in width can carry a flux of aboutQ* 51.8 without reces-
sion of the meniscus. A 70 percent taper can carry a flux of about
Q* 51.5 without recession. So by this measure of performance
the tapered channel is better by about a factor of three.

An important benefit of triangular grooves is that they continue
to draw fluid by capillarity even when the meniscus falls below
the pinning points at the top corners. This benefit is shared by
axially tapered channels. To assess the relative performance under
these conditions, suppose that the saturation at the channel inlet is
near unity and that the entry meniscus is at its maximum curva-
ture, so that any evaporation will cause recession of the meniscus
into the channel. The governing equation for the triangular groove
is obtained by inserting a factor of 4 into Eq.~9!.

swo

w2

4 S dp

dj
1G* D52Q* ~12j! (27)

Here, one of thew’s is subscripted with a zero to indicate that it
should be taken as unity; this factor of w arose from the cross
sectional area of the channel which is constant. The remaining
factor of w2 accounts for frictional resistance and is correctly
taken as the width of the groove at the top of the meniscus which
decreases along the channel. The fractional saturation,s, is simply
the product of the normalized fluid depth and width, again based
on the local meniscus location. Further, since the normalized fluid
depth (h5H/H05W/W05w) and the radius of meniscus curva-
ture are both proportional to the meniscus width,

s5hw5w2 and
dp

dj
5

1

w2

dw

dj
(28)

Inserting these results into Eq.~27! and performing the integration
yields a maximum heat flux ofQ* 51/6 for G* 50.

w2

4

dw

dj
52Q* ~12j! and Qmax* 5

1

6
(29)

The corresponding maximum heat flux for a tapered channel is
Q* 5Dw as noted earlier in discussing Fig. 6 and Eq.~17!. Thus,
a channel taper of 20 percent (Dw50.2) provides similar perfor-
mance while a strongly tapered channel (Dw51.0) can sustain a
heat flux that is 6 times greater. Thus, even if the inlet meniscus
should recede below the channel top, a tapered channel can easily
outperform a triangular groove. In addition, the tapered channel
can be readily produced lithographically while a triangular groove
cannot.

Example Calculations
A series of example calculations are now presented to illustrate

practical application of the foregoing dimensionless results. We
consider the case of an open channel system operating in the
vicinity of standard temperature and pressure. The vertical chan-
nels are of lengthL55 cm and have one end submerged in a
methanol reservoir. The fluid properties arer15755 kg/m3, hf g
51130 kJ/kg,m150.00035 pa-s, ands519 mN/m @1#. It is as-
sumed that the channels and the webs between them each account
for half of the overall device width at the inlet end such that

Fig. 12 Stepwise variation of width along channels optimized
for various gravitational forces, G* . Lengths of first stages are
not very sensitive to number of stages, N.
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Wb /Wo50.5. The quantity of primary interest is the maximum
sustainable heat flux,qmax9 , as limited by the viscous flow consid-
erations modeled here. It is computed from the following inverted
form of the defining equation for the dimensionless heat flux in
Eq. ~7!.

qmax9 5Qmax* Hrhf g

Wo

Wb
S Wo

L D 2S DPo

12m D (30)

One can alternatively compute the maximum wetted length,Lmax,
of a channel subjected to a prescribed heat flux,q9, using the
following rearrangement of the same equation.

Lmax5WoFQmax* S Hrhf g

q9 D Wo

Wb
S DPo

12m D G1/2

(31)

The dimensionless quantityQmax* appearing here depends upon
three dimensionless parameters,G* , po and, the normalized taper,
Dw. Given that the channel inlets are assumed to be fully sub-
merged, the entry meniscus should be essentially flat correspond-
ing to po50. To illustrate the benefit of taper, maximum sustain-
able heat fluxes,qmax9 , computed from Eq.~30! are compared for
two types of channels, straight channels havingDw50 and lin-
early tapered channels having a 70 percent reduction in width,
Dw50.7. Inlet channel widths are varied from 10 to 200 microns.
For each width, the maximum capillary pressure,DPo and the
gravitational parameterG* are computed from their definitions in
Eqs. ~6! and ~7! assuming a minimum contact angle of zero
degrees. The variation ofQmax* with G* can be well approximated
by straight line fits to the dimensionless results presented in
Fig. 8.

Figure 13 displays the maximum sustainable heat flux as a
function of the inlet channel width for two choices of the channel
height, H50.5 mm and 1.0 mm. Each of the curves passes
through a maximum at an optimal value of the channel width. At
small channel widths, viscous friction is excessive. Conversely, at
large widths the available capillary pressure differential becomes
progressively weaker relative the opposing gravitational head
~largerG* ), eventually reducing the maximum flux to zero. The
tapered channels produce an optimal maximum flux about twice
that of a straight channel.

A doubling of the channel height,H, doubles the maximum
sustainable heat flux as apparent in Eq.~30! and in Fig. 13. The

greater fluid depth simply increases the fluid flow available for
evaporation. However, greater channel depth also increases the
temperature difference between the base of the channel where heat
is applied and the meniscus contact region where evaporation is
intended to occur. This temperature difference can be readily es-
timated from Fourier’s law of heat conduction

DT5q9
H

k S Wb

Wb2Wo
D (32)

Here,k is the thermal conductivity, taken as 90 W/m/K for nickel,
and the term in brackets accounts for the fact that the flux applied
to a base of widthWb must be conducted through webs of width
Wb2Wo . Note that for tapered channelsDT will decrease along
the flow path because the web thickness increases as the channels
narrow. For the example calculations of Fig. 13, the maximum
values ofDT at the two highest peaks are about 2 and 4 °K for
H50.5 and 1.0 mm, respectively. If these values should become
excessive, boiling will occur at the channel base instead of the
contact line, hindering performance. However, moderate tempera-
ture differences are acceptable since the increased gas pressure
inside small bubbles at the channel base helps to elevate the va-
porization temperature@1,11#. In addition, some channel designs
circumvent this limitation by supplying heat from the meniscus
side of the channels rather than the base.

The minimum contact angle has been taken as zero in these
examples, thus yielding maximum estimates of sustainable heat
fluxes. The equilibrium value of this angle is dependent upon the
relative interfacial energies of the liquid and the vapor with the
adjacent solid as well as the liquid/vapor interfacial energy@1,11#.
Typical values are available in the literature@1#. In addition, the
apparent contact angle of an evaporating meniscus is generally
increased somewhat from its equilibrium value owing to the pres-
sure gradients that result from lateral liquid flow into the evapo-
ration region. This adjustment in the meniscus angle occurs over a
distance of about 100 to 200 nanometers along the meniscus
wherein the film thickness increases from molecular dimensions
to about 50 nm@11,12,16,17#. Since the scale of this zone is
usually much smaller than lateral channel dimensions, its primary
influence on the flow field is to alter the apparent meniscus con-
tact angle. This alteration of the contact angle increases with the
evaporation rate~per unit of meniscus contact length! and is on
the order of 10 to 15 deg for the maximum heat fluxes shown in
Fig. 13 @17,18#. Thus, one can approach the overall problem in a
coupled or iterative manner using the contact angle as the primary
link between the axial fluid flow and the thin surface film@12,16–
18#. Moreover, when the applied flux is relatively uniform along
the channel, so is the apparent contact angle. It is noted that these
same models of the thin film physics have been successfully used
to predict temperature differences across evaporative films not
only for heat pipe applications but also for nucleate boiling phe-
nomena@11#.

The example calculations also provide an opportunity to esti-
mate the error introduced by some of the approximations made in
our modeling of viscous friction. As noted earlier, the numerical
value ofb512 appearing in Eq.~2! is strictly valid only for chan-
nels of high aspect ratio. The error in this approximation is less
than 3 percent for aspect ratios of ten or more. However, for the
range of conditions shown in Fig. 13, the aspect ratio at the chan-
nel inlet is as small as 2.5 for a depth of 500mm and a width of
200mm; the corresponding value ofb is 13.98 for a contact angle
of zero deg@14#. This error of roughly 20 percent will be reduced
by channel taper but increased by the meniscus recession that is
localized near the exit whenpo is small. The error can be reduced
by introducing average values ofb or it can be eliminated by
integrating the governing equations numerically.

Similarly, we have neglected the excess viscous drag that is
required to transform the velocity profile from uniform to nearly
parabolic near the channel inlet. The added pressure drop at the
entrance of tubes and rectangular channels is on the order of

Fig. 13 Comparison of maximum sustainable heat fluxes for
tapered „DwÄ0.7… and untapered „DwÄ0.0… channels having
various inlet widths, Wo , and two depths, HÄ1.0 mm „solid
lines… and 0.5 mm „dotted lines …
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DPi5ru2/2 for a broad range of Reynolds numbers@19#. Ex-
pressed as a fraction of the available capillary pressure this pres-
sure drop may be written asDPi /DPo>Re(w/L)/24 where Re
5ruw/m is the Reynolds number based on the inlet fluid speed.
For the conditions shown in Fig. 13, Re is less than 15 and the
fractional pressure drop is less than 1 percent. So these entrance
effects should be unimportant even for a cascade of progressively
bisected channels.

Any of the model improvements described above can be readily
incorporated into a relatively simple numerical model. Our pur-
pose here has been to demonstrate fundamental concepts based on
a simplified mathematical model that captures the essential phys-
ics while still admitting analytical solutions.

Summary and Conclusions
Analytical modeling has been used to investigate the evapora-

tive cooling performance of rectangular microchannels having a
fixed depth and a width that decreases along the flow path. Atten-
tion has been restricted to cases where the channel depth greatly
exceeds the channel width; this geometry generally provides im-
proved performance and also permits analytical integration of the
governing equations.

Maximum heat fluxes were presented for channels having lin-
ear, convex, and concave tapers for a broad range of the relevant
dimensionless parameters including: fractional channel taper,Dw,
inlet pressure relative to maximum capillary pressure,po , and the
normalized strength of an opposing gravitational force,G* . It was
found that a straight taper with a width reduction of about 70
percent (Dw50.7) generally provides the most robust perfor-
mance over a broad range of operating conditions.

Tapered channels expand the operating range of cooling devices
by permitting operation under opposing gravitation forces of
greater strength. As an example, a linear taper of 70 percent pro-
vides a 300 percent increase in the maximum allowable gravity
force while only reducing the maximum flux under zero gravity
~horizontal operation! by 15 percent. To obtain the same lifting
capability in a straight channel would necessitate a factor of three
reduction in channel width and, hence, a 300 percent reduction in
the maximum heat flux for horizontal operation.

Another benefit of channel taper is improved performance un-
der variations in the inlet liquid pressure. This is important in
capillary pumped loops where a portion of the available capillary
pressure must be used to overcome liquid and vapor friction in the
tubes that connect the evaporator and condenser. This external
pressure drop is manifested by a lowering of the liquid pressure
~increased meniscus curvature! at the inlet to the evaporation
channels. In a straight channel of high aspect ratio, the maximum
sustainable heat flux becomes negligible as the inlet curvature
approaches its maximum value corresponding to the minimum
wetting angle. However, under this same inlet condition a channel
with a 70 percent taper can still sustain a heat flux that is 40
percent of the maximum attainable for a flat meniscus at the inlet
of a straight channel~Fig. 7!. In addition, tapered channels con-
tinue to provide strong cooling performance even when the inlet
meniscus falls below the top corners of channel, a condition that
leads to dryout in straight rectangular channels.

Channels of triangular cross section are frequently used in
evaporative cooling applications partly because they offer many
of the robust performance features discussed above. However, a
comparable tapered channel can sustain a heat flux that is 3 to 6
times greater for the same inlet width and the same high aspect
ratio.

Unlike triangular channels, a multiplicity of tapered channels
can be fabricated together with peripheral manifolds and reser-
voirs using lithography-based technologies. In particular, the
LIGA fabrication technique is specifically aimed at producing de-
tailed metals parts of high aspect ratio having depth dimensions
ranging up to millimeters and lateral dimensions ranging down to
a few microns.
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Forced Convection Heat Transfer
From a Low-Profile Block
Simulating a Package of
Electronic Equipment
Forced convection heat transfer from a low-profile block placed in a rectangular duct,
simulating heat transfer in a compact packaged electronic device, is investigated experi-
mentally. Local heat transfer from the block is measured by an infrared camera. A general
correlation of the Nusselt number for the block is derived using a modified Reynolds
number, ReL* 5~Um /b2!L/n, where Um is mean duct velocity,b is the opening ratio of
the duct, and L is the block length. The correlation is shown to be applicable regardless
of the configuration of the block and duct, under the conditions of laminar flow, a low-
profile block (height/length,0.5), and a low blockage effect (b>0.5).
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1 Introduction
Many studies have been carried out to investigate forced con-

vection heat transfer from rectangular blocks to examine heat
transfer in compact electronic equipment, as comprehensively re-
viewed by Peterson and Ortega@1#. A number of these studies has
been presented correlations for the Nusselt number of the blocks
as a function of the Reynolds number to provide a practical means
of evaluating the thermal design of electronic equipment. How-
ever, a general correlation has been difficult to obtain because the
heat transfer from the blocks depends on many factors, such as
block shape, duct shape, and block arrangement. Moreover, the
heat transfer depends heavily on flow conditions, whether the flow
is laminar or turbulent, the boundary layer thickness, and the ef-
fect of natural convection. Even if the condition for the general
correlation is specified only for a single rectangular block in a
rectangular duct, there still exist many parameters. Therefore, con-
ventional correlations have been presented with respect to specific
conditions.

Roeller et al.@2# investigated the average heat transfer from a
rectangular block for various block widthsW and duct heights
HD . In that study, the ratio of the height to the side length of the
block, H/L, was fixed to 1. The overall Nusselt number correla-
tion obtained for the block was Num

50.256 ReDh
0.555b3D

20.474(HD /L)20.603 for the range ReDh
52000– 20,000. Here,b3D is the opening ratio of the duct, de-
fined asb3D512(HW/HDWD). However, this correlation is not
applicable for laminar flow, which is the general case for flow in
compact electronic equipment, which typically has a low duct
Reynolds number (ReDh,2000). Takasaki@3# investigated local
heat transfer from a two-dimensional rectangular block for various
block heightsH and duct heightsHD . A simple correlation of
Num50.00567 (ReL8)

1.0 was obtained by introducing a modified
Reynolds number, ReL85(Um /b)L/n, whereb is the opening ratio
of b512H/HD . However, this correlation is also not applicable
for laminar flow. Nakayama and Park@4# investigated the overall
heat transfer from a square block with height ofH/L57/31, and
obtained a correlation of Num51.78 ReDh

0.43 in the range ReDh
52200– 16,000. However, this correlation was obtained for spe-

cific configurations of the duct and block. Young and Vafai@5#
carried out two-dimensional numerical simulations for the region
around a rectangular block under the condition of laminar flow,
and presented a correlation of Num5a ReHD

b @(lb /lf)/(c1lb /lf)#,
wherelb andl f are the thermal conductivities of the block and
the fluid, respectively. However, the coefficientsa, b, andc were
uniquely given for each block shape.

The review of previous research reveals that the correlations for
the Nusselt number of a block have various forms. In addition, the
exponent of the Reynolds number varies widely, from 0.31 to 1.0.
One reason for this scatter is considered to be the difference in the
flow conditions examined, whether laminar, turbulent, or a transi-
tion regime. The effect of flow conditions on heat transfer can be
clarified by investigating the distribution of local heat transfer,
which reflects the characteristics of the flow near the block sur-
face. However, the local heat transfer from a three-dimensional
block has not been investigated experimentally for the flow con-
ditions typical of compact electronic equipment, that is, low block
height (H/L,0.5), and low Reynolds number based on the block
height (ReH<300).

In the present study, local heat transfer from a low-profile block
placed in a rectangular duct is investigated experimentally to ex-
amine the heat transfer conditions in compact electronic equip-
ment packaging and develop a general correlation for the Nusselt
number of a low-profile block.

2 Experimental Apparatus and Procedure
Figure 1~a!shows a schematic diagram of the duct equipment,

which is equivalent to the benchmark kit designed by the RC181
Research Project of the Computational Mechanics Division, Japan
Society of Mechanical Engineers~JSME! @6#. This equipment
consisted of a rectangular duct, a low-profile square block, and
three small fans. The rectangular duct was fabricated from acrylic
resin plates, and had an internal space of 235 mm in length, 200
mm in width (WD) and 10 mm in height (HD). The low-profile
square block, which was the test model for heat transfer measure-
ment, was 45 mm long~L!, 45 mm wide ~W!, and 2 mm high~H!.
The leading edge of the block was placed 77.5 mm downstream
from the leading edge of the rectangular duct and positioned at the
width center of the duct. Three small fans were placed at the
downstream end of the rectangular duct. The air velocity in the
duct was measured using a hot-wire anemometer having an
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L-shaped probe~55P14, DANTEC!, which was inserted from the
ceiling of the duct through a hole 2 mm in diameter. The probe
was moved vertically to obtain the velocity distribution. The mean
velocity upstream of the block ranged fromUm50.24 to 0.72 m/s
depending on the number of working fans. In order to investigate
the three-dimensional effect caused by the small fans relatively
close to the test block, both the smoke visualization and the mea-
surement of velocity distribution were carried out in the absence
of the test block. The results indicated that the three-dimensional
flow region was localized 50 mm upstream from the fans, and thus
the flow at the position of the test block was substantially two-
dimensional, in which the velocity difference along span was
within 61%. The data obtained in this equipment concerning the
flow and heat transfer was collected as accurate experimental
benchmark data for the RC181 Research Project

In order to investigate heat transfer at higher air velocity, the
rectangular duct in Fig. 1~a! was connected to a wind tunnel with
a larger fan, as shown in Fig. 1~b!. In this case, the mean velocity
in the rectangular duct ranged fromUm51.0 to 4.0 m/s. The
height of the rectangular duct was varied fromHD53.8 to 10 mm.
In order to suppress flow turbulence, a pair of curved plates, imi-
tating a bell-mouth, was set at the inlet of the duct.

Figure 2~a!shows a cross-sectional view of the rectangular duct
for the measurement of heat transfer under constant heat flux
~CHF!. A schematic diagram of the test model, which consisted of
a square block and a base wall, is shown in Fig. 2~b!. The square
block and base wall were fabricated from balsa plates of 2 mm
and 1 mm in thickness, respectively. Three stainless-steel sheets of
0.02 mm thickness and 45 mm width were installed to cover the
surfaces of the block and the base wall. The middle sheet was set
to cover the top and side faces of the block and a part of the base
wall by folding it along the edges. The stainless-steel sheets were
connected in series electrically, and heated as a main-heater by
applying a direct current under the condition of constant heat flux.
The temperature difference between the heated surface and the air
at duct inlet,Tw2T0 , was about 10–15°C. The surface of the
main-heater was coated with black paint in order to enhance the
infrared emissivity. The temperature distribution on the main-
heater was measured by an infrared camera~TVS-8502, Avio!
from above the duct through a sapphire window. The infrared
camera was calibrated taking into account the infrared absorption
and reflection of the sapphire window. Copper-constantan thermo-
couples of 0.1 mm in diameter were also used to measure the
temperature on the heated wall in order to verify the temperature
measured by the infrared camera. Heat loss to the balsa plates and
the thermocouple leads was suppressed by laying a sub-heater
under the balsa plates. The temperature difference between the
main-heater and the sub-heater was controlled to be 0°C at the
center of the square block. The test model could be rotated around
the vertical axis at the center of the block. In the present experi-
ments, the block was aligned parallel to the flow~f50 deg! for
most cases, and some additional experiments were carried out at
f5180 deg in order to verify the symmetry of the test model.

The effect of the thermal boundary condition of the heated
block was investigated using another test model, heated under the
condition of constant wall temperature~CWT!. Figure 3 shows a
cross-sectional view of the rectangular duct for the CWT model. A
square block of 45 mm345 mm32 mm was fabricated from cop-
per and fitted with a main-heater. The temperature on the heated
wall was measured by both infrared camera and 0.1 mm-diameter
copper-constantan thermocouples. The surface of the block and
the base wall was coated with black paint in order to fix the total
emissivity. The temperature difference between the heated wall

Fig. 1 Schematic diagram of duct equipment for „a… UmÄ0.24– 0.72 mÕs, HDÄ10 mm, and „b… UmÄ1 – 4 mÕs, HDÄ3.8– 10 mm

Fig. 2 Test model for heat transfer measurement under condi-
tions of constant heat flux: „a… cross-sectional view of rectan-
gular duct, „b… schematic of test model

Fig. 3 Cross-sectional view of rectangular duct for heat
transfer measurement under conditions of constant wall
temperature
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and the air at the duct inlet was about 12°C. Heat loss to the base
wall and the thermocouple leads was suppressed by laying a 1
mm-thick balsa wood sheet below the block and a sub-heater un-
der the balsa sheet.

3 Flow in the Duct

Velocity Distribution. Figure 4 shows typical distributions of
mean and fluctuating velocities in the rectangular duct at the width
center of the block (z50). The duct Reynolds number, ReDh
5UmDh /n, ranged from 290 to 4270. The distribution of mean
velocity ū/Um approaches a parabolic curve, which is a character-
istic of fully developed laminar flow. This is particularly apparent
for the lower duct height (HD<5.5 mm). A transition from lami-
nar to turbulent flow did not occur in the present experimental
conditions, even for the higher duct Reynolds numbers (ReDh
.2000– 3000). This is attributed to the shorter length of the duct,
simulating a compact packaged electronic device. However, the
turbulence level around the block was fairly high at the higher
duct Reynolds numbers.

Temperature Distribution. Figure 5 shows contours of the
temperature distribution for the constant heat-flux model, as mea-
sured by infrared camera. Three stainless-steel sheets were heated
simultaneously, as shown in Fig. 5~a!. The values noted in Figs.
5~b–f! are the temperature differences between the heated wall
and the inlet air,Tw2T0 . For the low velocities (Um<1 m/s), the
temperature distribution on the top face was almost two-
dimensional, as shown in Figs. 5~b!, ~c!, and~e!. However, for the
high velocity of Um53.5 m/s, shown in Figs. 5~d! and ~f!, the
temperature decreases around both side edges due to the blockage
effect. This effect was pronounced for the higher velocity experi-
ments and for the smaller opening ratio ofb512H/HD . The
temperature increased in the flow recirculation regions formed
both in front and behind the block. Heat transfer in front of the
block has been shown in previous research to be greatly enhanced
by the formation of horseshoe vortices~e.g., for a square block in
a duct by Nakayama and Park@4# and for a wall-mounted cube by
Nakamura et al.@7#!. However, in the present experiment, the
horseshoe vortices were considered to be steady because of the

low Reynolds numbers based on the block height (ReH<500),
thereby reducing the enhancement of heat transfer in front of the
block.

4 Evaluation of the Heat Transfer Coefficient

Data Reduction. The heat transfer coefficient was defined for
the present experiments as

h5
q̇

Tw2T0
5

q̇in2q̇rad2q̇c

Tw2T0
, (1)

where q̇ is the convective heat flux from the heated wall to air,
and q̇in is the input heat flux to the block surface calculated from
the input heat quantity to the main-heater. The radiative heat flux
q̇rad was calculated in consideration of the transmissivitytsap and
reflectancersap of the sapphire window as follows:

q̇rad5
s~Tw

4 2T0
4!

1/«w12/~11tsap2rsap!21
(2)

wheres is the Stefan-Boltzmann coefficient. The total emissivity
of the heated wall was«w50.97. The radiative heat flux was
considerably high in the present experimental conditions; the ratio
of radiative heat flux to the input heat flux,q̇rad/q̇in , was about
40% forUm50.24 m/s and about 10% forUm54.0 m/s. The heat
conduction from the main-heater to the base wall,q̇c , was esti-
mated by heat conduction analysis based on the temperature dis-
tribution on the base wall.

Experimental Uncertainty. The experimental uncertainties
for the constant heat-flux model were attributed mainly to uncer-
tainty of measured temperature, possible inaccuracies in the esti-
mation of radiative heat flux or heat conduction loss, and heat
conduction through the stainless-steel sheet. The uncertainty of
the temperature measured by the infrared camera is considered to
be within 60.2°C from a comparison with the temperature ob-
tained by the thermocouples. This results in an uncertainty of
62% for the heat transfer coefficient. The uncertainty of the ra-
diative heat flux is considered to be within610%, resulting in an
uncertainty of 64.0% for the heat transfer coefficient atUm

Fig. 4 Distribution of mean and fluctuating velocities in the rectangular duct at zÄ0: „left… Mean velocity ū ÕUm , „right…
fluctuating velocity Au 82ÕUm . „a… HDÄ10 mm, UmÄ1.0 mÕs, ReDhÄ1220, „b… HDÄ10 mm, UmÄ3.5 mÕs, ReDhÄ4270, „c… HD
Ä5.5 mm, UmÄ1.0 mÕs, ReDhÄ690, and „d… HDÄ5.5 mm, UmÄ3.5 mÕs, ReDhÄ2400.
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50.24 m/s, and61.0% atUm54.0 m/s. Heat conduction to the
base wall was suppressed by laying the sub-heater at the bottom
of the balsa plates, considerably reducing the uncertainty in the
estimation of the heat conduction loss. However, heat conduction
analysis of the balsa plates indicated that the uncertainty for the
heat transfer coefficient due to heat conduction to the base wall is
65% atUm50.24 m/s and61.1% atUm54.0 m/s. Heat conduc-
tion through the stainless-steel sheet causes a heat flux normal to
the sheet, which can be expressed as

q̇sus52lsus

d2Tw

dx2
tsus (3)

wherelsus and tsus are thermal conductivity and thickness of the
stainless-steel sheet, andx is the direction of heat conduction
through the sheet. This heat conduction gives rise to an uncer-
tainty of 64.5% for the heat transfer coefficient atUm
50.24 m/s and60.9% atUm54.0 m/s. The total uncertainty for
the local heat transfer coefficient was calculated from the r.m.s.
sum of the above uncertainties as follows;68.1% for Um
50.24 m/s, and62.6% forUm54.0 m/s.

The experimental uncertainties for the constant wall tempera-
ture model were mainly due to inaccuracies in the estimation of
the radiative heat flux and heat conduction loss to the base wall.

The uncertainty for the overall heat transfer coefficient was esti-
mated to be within68% for Um50.24 m/s, and63% for Um
54.0 m/s.

Effect of Natural Convection. In general, the Rayleigh num-
ber for an enclosed space consisting of horizontal parallel plates
and heated from below is defined by

Ra5GrPr5
gb f~Tw2Tc!Hc

3

n2
Pr (4)

whereHc is the height of the enclosed space, andTw andTc are
the temperatures on the bottom and ceiling plates, respectively.
According to Pellow and Southwell@8#, no fluid motion occurs in
the enclosed space for Ra,1708. Equation~4! may be applicable
for the rectangular duct used in the present study. The Rayleigh
number for the present experimental condition based on the height
HD2H was estimated to be Ra,700, which indicates that natural
convection did not occur in the rectangular duct. The temperature
in practical packages for electronic equipment, such as a micro-
processor enclosure, can be expected to be higher than that in the
present experiment. If the temperaturesTw andTc are assumed to
be 80°C and 30°C, respectively, the Rayleigh number is estimated
to be Ra,1708 forHD2H,8 mm and Ra.1708 forHD2H
.9 mm. For a narrow space ofHD2H,8 mm, natural convec-
tion is unlikely to occur.

5 Heat Transfer on the Top Face

Distribution of Heat Transfer at Width Center. Figure 6
shows the distribution of the heat transfer coefficient on the top
face of the block for the constant heat-flux model at width center
of the block (z50). Only one stainless-steel sheet in the middle
portion was heated, as shown in Fig. 6~a!, in order to prevent an
increase in the air temperature upstream of the block. Figure 6~b!
shows the effect of duct velocityUm at a fixed duct height (HD
510 mm). The heat transfer coefficient decreases along the flow
direction with the development of a thermal boundary layer on the
block, and the heat transfer increases with increasing duct veloc-
ity. The heat transfer coefficient for the block orientatedf50 deg
is very similar to that for the block orientated atf5180 deg,
demonstrating the excellent symmetry of the test model and the
negligible scatter of the experimental data. Figure 6~c! shows the
effect of duct heightHD for fixed duct velocity (Um52.0 m/s).
The heat transfer coefficient increases with decreasing duct height
due to the blockage effect. As can be seen in Figs. 6~b! and~c!, all
distributions of the heat transfer coefficient have a similar profile
regardless of the duct velocity or duct height. This makes it pos-
sible to generalize the heat transfer on the top face of the block.

If the value of the heat transfer coefficient is divided byUm
0.5,

as shown in Fig. 7~a!, the distributions concentrate into a single
curve. This means that the heat transfer on the block is propor-
tional to Um

0.5. The exponent of 0.5 is higher than that for the
theoretical analysis of laminar forced convection heat transfer be-
tween parallel plates@9#, which is 1/3 for fully developed laminar
flow. The higher value for the present experiment is probably due
to the higher turbulence level around the block, particularly at the
higher velocity, as shown in Fig. 4.

If the flow in the low-profile duct is assumed to be laminar and
fully developed, the vertical velocity distribution in the duct with-
out the blockage effect,u0(y), is expressed as

u0~y!5
6~HD2y!y

HD
2

Um (5)

If a block, with heightH, is placed in the duct, the velocity dis-
tribution in the upper part of the block,u(y), assuming fully
developed flow, is expressed as follows:

Fig. 5 Contours of temperature difference TwÀT0 for the con-
stant heat-flux model measured by infrared camera: „a… heated
surface, „b… HDÄ10 mm, UmÄ0.24 mÕs, q̇ inÄ187 WÕm2, „c… HD
Ä10 mm, UmÄ1.0 mÕs, q̇ inÄ239 WÕm2, „d… HDÄ10 mm, Um
Ä3.5 mÕs, q̇ inÄ412 WÕm2, „e… HDÄ5.5 mm, UmÄ1.0 mÕs, q̇ in
Ä239 WÕm2, and „f… HDÄ5.5 mm, UmÄ3.5 mÕs, q̇ inÄ411 WÕm2
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u~y!5
6~HD2y!~y2H !

~HD2H !2
Um8 (6)

where Um8 is the mean velocity in the upper part of the block.
Using Reynolds’s analogy, the heat transfer coefficient on the
block can be expressed as

h5
Cptw

Umax
F~Pr! (7)

whereCp is the heat capacity at constant pressure andF(Pr) is a
function of the Prandtl number. The maximum velocity in the
upper part of the block,Umax, is equal to 1.5Um8 for fully devel-
oped laminar flow. The shearing stresstw is defined by

tw5mS du

dyD
w

(8)

The heat transfer coefficient on the block,h, can be calculated
from Eqs.~5!–~8! as

h

h0
5

m~du~y!/dy!~y5H ! /~1.5Um8 !

m~du0~y!/dy!~y50! /~1.5Um!
5

HD

HD2H
(9)

whereh0 is the heat transfer coefficient without the blockage ef-
fect. By defining the opening ratio asb512H/HD , the heat
transfer coefficient on the block can be expressed in proportion to
1/b. Figure 7~b!shows the heat transfer coefficient for the present
experiment, divided by 1/b. The distributions concentrate quite
well into a single curve, indicating the appropriateness of the

Fig. 6 Distribution of heat transfer coefficient on the top face of the block for the constant heat flux model at zÄ0: „a… heated
surface, „b… effect of duct velocity Um , and „c… effect of duct height HD

Fig. 7 Generalization of the heat transfer distribution: „a… effect of duct velocity Um , and „b… effect of duct height HD
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above theoretical approach. The value for the lowest duct height
(HD53.8 mm) is somewhat lower, probably due to the higher
three-dimensional effect of flow around the block.

Based on this analysis, the heat transfer on the top face of the
block is considered to be proportional to a function ofUm

0.5/b,
regardless of the opening ratio of the duct. Here, a modified Rey-
nolds number, using the square of this function as a reference
velocity, is introduced as follows.

Rel* 5
~Um /b2!l

n
(10)

wherel is a reference length. It is expected that the Nusselt num-
ber on the top face of the block will be correlated with the modi-
fied Reynolds number regardless of the opening ratio.

Average Heat Transfer. Figures 8~a!and ~b! show the rela-
tionships between the average Nusselt number on the top face,
Num , and the modified Reynolds numbers. The experimental data
obtained from the constant wall temperature model is also plotted
in Fig. 8~b!. The Nusselt number for the CWT model is the aver-
aged value for all faces of the block including side faces. How-
ever, the contribution of the side faces is insignificant due to the
much smaller area compared to the top face. The reference length
of the Reynolds number is defined as the hydraulic diameter of the
duct,Dh , in Fig. 8~a!, and the block length,L, in Fig. 8~b!. If the
hydraulic diameter is used as the reference length, the relationship
becomes heavily dependent on the duct height. In contrast, as
shown in Fig. 8~b!, the block length for the reference length re-
duces the effect of the duct height, resulting in the concentration
of the Nusselt numbers into a single correlation regardless of the
opening ratio. The investigation by Lehmann and Pembroke@10#
supports this model; they showed that the heat transfer from low-
profile blocks can be well correlated using the Reynolds number
based on the block length. The reason for this is considered to be
that if the heat in the duct diffuses throughout the entire cross-
sectional area of the duct, the hydraulic diameter will determine
the performance of heat transfer. However, for the conditions of
general electronic equipment, the heat is able to diffuse only in the
region of the thermal boundary layer developed in the vicinity of
the heat sources, which are placed discretely in the duct, resulting
in the existence of unheated fluid in the duct. Therefore, the block

Fig. 8 Relationships between the average Nusselt number
Num and the modified Reynolds number: „a… based on hydrau-
lic diameter of duct, Re Dh* , and „b… based on the side length of
block, Re L*

Fig. 9 Comparison of the present correlation Eq. „12… with pre-
vious research

Table 1 Existing data

Author
exp/cal
2D/3D

Array
/Single Fluid H/L ReH b

Boundary
condition

Area for
Num

Present exp 3D Single Air 0.044 30–500 0.474–0.8 CHF Top face
Igarashi and Takasaki@11# exp 2D Single Air 0.1 290–390 1 CHF Top face
Takasaki@3# exp 2D Single Air 0.1 290–390 0.8 CHF Top face
McEntire and Webb@12# exp 2D Array Air 0.5 175, 256 0.5, 0.67 CHF Top face
Kang et al.@13# exp 2D Single Air 0.28 122, 232 1 CHF Top face
Lehmann and Pembroke@10# exp 3D Array Air 0.058 272 0.92 CWT Overall
Young and Vafai@14# exp 2D Single Air 0.44 70–141 0.857 CWT Overall
Mahaney et al.@15# exp 3D Array Water 0 0 1 CWT Top face
Garimella and Eibeck@16# exp 3D Array Water 0.46 47, 373 0.64, 0.72 CWT Overall
Davalath and Bayazitoglu@17# cal 2D Array Pr50.1– 2 0.5 25–375 0.75 CHG Top face
Young and Vafai@5# cal 2D Single Pr50.72 0.25 12.5–125 0.875 CHFB Top face

CWT: constant temperature on block surface
CHF: constant heat flux on block surface
CHFB: constant heat flux on bottom face of block (lb /l f51000)
CHG: constant heat generation in block (lb /l f510)

468 Õ Vol. 126, JUNE 2004 Transactions of the ASME

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



length, which is closely related to the heated region of fluid, is
preferable for the reference length of the Reynolds number.

According to an analysis of fully developed laminar flow be-
tween parallel plates@9#, the Nusselt number for constant heat flux
is about 1.2 times higher than that for constant wall temperature.
However, the present experimental data indicates a smaller differ-
ence~;10%! between the CWT and CHF models, as shown in
Fig. 8~b!, probably due to the presence of turbulence around the
block. This allows for the introduction of an approximate correla-
tion that holds regardless of the thermal boundary condition, ex-
pressed within67%, as follows:

Num50.53~ReL* !0.5 ~ReL* 51000– 50,000,b>0.5! (11)

The generality of this correlation was investigated by compari-
son with existing data obtained under similar flow conditions~i.e.,
laminar flow, low-profile block ofH/L,0.5, and low blockage
effect ofb>0.5!. The correlation given by Eq.~11! can be rewrit-
ten using the Prandtl number as

Num50.59Pr1/3~ReL* !0.5 ~ReL* 51000– 50,000,b>0.5!
(12)

The exponent of the Prandtl number is assumed to be 1/3 based on
the theoretical analysis for fully developed laminar flow between
parallel plates@9#, @3,5,10–17#. Figure 9 shows a comparison of
Eq. ~12! with previous data~listed in Table 1!, including experi-
ments using air and water, and numerical simulations. For the case
of an array of blocks, the Nusselt number of the leading block is
plotted. The average Nusselt number from Davalath and Bayazi-
toglu @17# was reproduced from the distribution of the local Nus-
selt number.

As shown in Fig. 9, the Nusselt number is scattered remarkably,
particularly for the experimental data. The main reasons for this
scatter are considered to be the difference in the turbulence level
of the flow and the effect of natural convection. The experimental
values for McEntire and Webb@12# are considerably higher than
those given by Eq.~12!, probably due to overestimation of the
average Nusselt number~the local Nusselt number downstream of
the leading block could not be measured!. For the lower Reynolds
numbers (ReL*<1000), the experimental values are higher than
those by numerical simulation. This difference is mainly due to
the effect of natural convection in the experiments. For the experi-
mental data obtained by Young and Vafai@14# and Garimella and
Eibeck@16# (ReL*5200), the Rayleigh numbers defined by Eq.~4!
were greater than 106, leading to an increase in the heat transfer.
Experimental uncertainties are considered to be one of the main
reasons for the scatter, because the measurement of pure forced
convection at low air velocity is very difficult due to the signifi-
cant effect of heat conduction losses.

The present correlation therefore is in good agreement with
existing data if compact electronic equipment without natural con-
vection is supposed. Thus, Eq.~12! can be used to estimate the
average Nusselt number of a low-profile block simulating an en-
closed electronic device, regardless of the configuration of the
block and duct, under the conditions of laminar flow, a low-profile
block (H/L,0.5), and a low blockage effect~b>0.5!.

6 Conclusion
Forced convection heat transfer from a low-profile block placed

in a rectangular duct, simulating a compact packaged electronic
device, was investigated experimentally. The square block exam-
ined had dimensions of 45 mm345 mm32 mm, and the rectan-
gular duct enclosure had dimensions 235 mm3200 mm33.8–10
mm high. The mean duct velocity upstream of the block ranged
from 0.24 to 4 m/s. The thermal boundary conditions of constant
heat flux and constant wall temperature systems were examined. A
general correlation for the Nusselt number of a low-profile block
was derived using a modified Reynolds number, ReL*
5(Um /b2)L/n. The reference velocity was defined as a function of

Um /b2, derived theoretically from an assumption of fully devel-
oped laminar flow, and the reference length was defined as the
block length L. The final general correlation presented in this
study, Num50.59Pr1/3(ReL* )0.5, was shown to be applicable re-
gardless of the configuration of the block and duct, under the
conditions of laminar flow, a low-profile block (H/L,0.5), and a
low blockage effect~b>0.5!.
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Nomenclature

Dh 5 hydraulic diameter of duct52HDWD /(HD1WD)
Gr 5 Grashof number
g 5 acceleration due to gravity

H, L, W 5 height, side length, and width of block
HD , WD 5 height and width of duct

h 5 local heat transfer coefficient5q̇/(Tw2T0)
hm 5 average heat transfer5*ShdS/S
Nu 5 local Nusselt number5hL/l f

Num 5 average Nusselt number5hmL/l f
Pr 5 Prandtl number
q̇ 5 heat flux

Ra 5 Rayleigh number5GrPr
Re 5 Reynolds number, ReL5UmL/n, ReDh5UmDh /n

Re* 5 modified Reynolds number, ReL*5(Um /b2)L/n,
ReDh* 5(Um /b2)Dh /n

S 5 contributing area to the heat transfer
T0 5 air temperature at duct inlet
Tw 5 temperature on heated wall
Um 5 mean duct velocity upstream of the block

ū, u8 5 mean and fluctuating velocities
x, y, z 5 streamwise, vertical, and cross-stream coordinates

b 5 opening ratio512H/HD
b f 5 volumetric thermal expansion coefficient
«w 5 total emissivity of heated wall
f 5 inclination angle of block

lb 5 thermal conductivity of block
l f 5 thermal conductivity of fluid

m, n, r 5 viscosity, kinematic viscosity, and density of fluid
s 5 Stefan-Boltzmann coefficient

tw 5 shearing stress
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Some analytical solutions of the one dimensional transient
coupled heat and mass transfer linear equations in a semi-infinite
medium are proposed, based on an extension of the thermal quad-
rupole formalism, in both axial and radial coordinate systems. A
direct relationship is proposed between the local temperature and
moisture content, both at wall and inner locations. For a previous
characterized medium, these relationships seem to be relevant in
order to deduce the moisture content from temperature measure-
ments. Another application would be the transport parameters
estimation. @DOI: 10.1115/1.1731317#

Keywords: Analytical, Conduction, Modeling, Moisture, Porous
Media

1 Introduction
The modeling of coupled heat and mass transfer problems, such

as drying in capillary porous media, is usually based on the Lu-
ikov equations@1,2#. Various analytical solutions of these equa-
tions exist for finite geometry. For the linear case, that is when the
properties are assumed to be constant, the coupled partial equa-
tions can be reduced to a uncoupled diffusive system, by substi-
tuting the potential variables by some apropriate linear combina-
tions, as proposed by Smirnov@3#. The resulting system is only

coupled by the boundary conditions. Mikhailov et al. proposed a
general solution of the diffusion equations in a finite region of
arbitrary geometry, with coupled boundary conditions, for the
study of the temperature-moisture distribution@4#. This two-
region Sturm-Liouville problem is solved through a specific inte-
gral transform approach, since a common set of eigenvalues is to
be found for different eigenfunctions. This methodology was ap-
plied to a thin layer contact drying problem@5#, but the eigenval-
ues had to be computed numerically. A general formulation of this
integral transform method is available in@6#. An hybrid
numerical-analytical approach, based on the integral transforms
method coupled with a numerical resolution was proposed by
Cotta @7#, allowing the implementation of semi-analytical solu-
tions for nonlinear problems@8#. More recently, an analytical ap-
proach to the solution of multidimensional drying problems was
proposed by Thum et al.@9#, based on an integral transform tech-
nique associated with the Laplace transform applied on time.

Previous analytical or semi-analytical solutions are difficult to
compute for semi-infinite domains, since the corresponding eigen-
values become continuous. In the present work, an analytical so-
lution is proposed for semi-infinite media, in the linear case, in
both axial and radial coordinate systems. Discussion of the do-
main of validity of the constant properties assumption is not
within the scope of this paper. This aspect has been investigated
by many authors, see for instance Prata@10#. The constant prop-
erties model was found to be suitable for low temperature gradi-
ents and for moisture contents either below or above the critical
moisture content, that is the value for which the liquid phase
becomes continuous. Moreover, the transient methods for proper-
ties measurement can be implemented with very low temperature
and moisture gradients, and consequently the parametric model
approaches asymptotically the general non linear model.

2 Constant Properties Model
The porous medium is assumed to be isotropic and homoge-

neous, treated as a continuum, the solid matrix is rigid, and one-
dimensional heat and mass transfer is considered. The mass of
vapor is supposed to be small compared to the mass of liquid.
Gravity is neglected, the gas phase pressure is assumed to be
constant, so only vapor diffusion is present. The convective terms
in the energy equation are neglected, and thermal local equilib-
rium is assumed. The effect of the moisture content gradient in the
energy equation is commonly neglected, except in the hygroscopic
domain, because it is assumed that the water vapor in the pores is
saturated vapor. Hence, the governing equations for both the volu-
metric moisture contentu(x,t) and temperatureT(x,t) are

]u

]t
5

Du

xp

]

]x S xp
]u

]x D1
DT

xp

]

]x S xp
]T

]x D (1a)

C
]T

]t
5

k*

xp

]

]x S xp
]T

]x D (1b)

where
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p5H 0 slab

1 cylinder

The apparent thermal conductivityk* includes a contribution
from transport of latent heat.Du andDT are the isothermal mois-
ture diffusivity and thermal moisture diffusivity respectively,
while C is the volumetric specific heat.

The initial and boundary conditions in consideration are given
by

t50 T~x,0!5Ti u~x,0!5u i (1c)

x5x1 known T~x1 ,t ! or q~x1 ,t ! and

u~x1 ,t ! or j ~x1 ,t ! (1d)

x→` finite temperature and moisture content (1e)

where the total mass flux density is given as

j 52S~p!S Du

]u

]x
1DT

]T

]x D (2a)

and the heat flux density is

q52k* S~p!
]T

]x
(2b)

with S(p)5(2px)p.
For the slab case,j and q are given as a flux density

2kg•m22
•s21 and W•m22, respectively, while for the cylindrical

case, there are expressed as a lineal flux density~kg•m21
•s21 and

W•m21, respectively!.
In next section, an analytical solution of the problem given by

Eqs.~1a–e! is proposed, based on a thermal quadrupole approach.

3 General Analytical Solution in a Semi-Infinite Me-
dium

The basic thermal quadupole formalism is a very efficient
method for linear diffusion modeling, when involved in multilay-
ered systems. For homogeneous media, a linear intrinsic transfer
matrix relates the input and output temperature and heat flux after
a Laplace transformation and some convenient integral space
transforms@11#. In a previous work, a general extension of this
approach was implemented for heterogeneous media@12#, and a
semi-numerical general solution was proposed for transient heat
transfer in finite or semi-infinite media based on a semi gridding
approach. The same methodology applies here in order to solve
the system of Eqs.~1a–e!.

The new variablesT85T2Ti and u85u2u i are now intro-
duced, but the superscript^^8&& is omitted for the sake of clarity.
Both initial values are then set to zero. Applying a Laplace trans-
formation on time to Eqs.~1a–b!,

ū~x,s!5E
0

`

exp~2st!u~x,t !•dt (3a)

T̄~x,s!5E
0

`

exp~2st!T~x,t !•dt (3b)

and arranging the resulting equations in a matricial form yields the
following system:

F s 0

0 s
GF ū

T̄G2
1

xp FDu DT

0 a* G d

dx S xp
d

dx S F ū

T̄G D D 50 a* 5
k*

C
(4a)

wherea* is the apparent thermal diffusivity. Equation~4a! is then
written as

GW2
1

xp

d

dx S xp
dW

dx D50 (4b)

whereW5 @ ū T̄# t is the Laplace state variables vector, and

G5F s

Du
2

DTs

a* Du

0
s

a*

G
The direct coupling effect between the heat and mass transfer
equations is given by the nondiagonal term in the matrixG. Equa-
tion ~4b! is solved by diagonalization of the matrixG, such as

G5PDP21 (5a)

where the eigenvalues and eigenvectors matrices are, respectively,

D5F s

Du
0

0
s

a*

G (5b)

P5F 1 1

0
12Lu

dLu
G where Lu5

Du

a*
and d5

DT

Du
(5c)

The dimensionless termLu introduced in Eq.~5c! is known as the
Luikov number, whiled is the thermogradient coefficient. The
Luikov number is the ratio between the macroscopic isothermal
diffusion coefficient and the apparent thermal diffusivity. This
number is related to the characteristic times and penetration
depths of the temperature and moisture variables: for low values
of Lu, the temperature profile is established faster than the mois-
ture field, and the heat and mass transfer are weakly coupled.

The particular case corresponding toLu51 yields a double
eigenvalue, and the eigenvectors matrix is singular. Then the prob-
lem becomes ill-posed, but this specific case is not considered in
this paper, due to the fact that practically, for physical applica-
tions, the Luikov number is smaller than one. The state variables
vector is introduced in the eigenvectors basis as

V5 P21W (6a)

Substituting Eqs.~5a! and ~6a! into Eq. ~4b! yields

DV2
1

xp

d

dx S xp
dV

dx D50 (6b)

The solutions of Eq.~6b! must be finite when the boundary of the
medium is located toward infinite in thex-direction. Thus, the
general solution can be written as

V~x!5Hp~AD•x!•
V~x1!

Hp~ADx1!
(7)

whereHp is the exponential function exp~ ! if p50 ~slab!or the
modified Bessel function of order zero of second kindK0 if p
51 ~cylinder!, andx1 is any particular point in the semi-infinite
medium, for instance the input wall.

The boundary conditions are unkown in the eigenvectors basis,
thus of practical interest is the Laplace flux vector

J5F j̄
q̄G52S~p!FDu DT

0 k* G dW

dx
52S~p!K

dW

dx
(8)

where the matrixK, defined in Eq.~8!, appear to be a nondiagonal
conductivity matrix. Substituting Eqs.~6a! and deriving Eq.~7!
into Eq. ~8! yields a direct relationship between the Laplace state
variable vectorW1 and the Laplace flux vectorJ1 at locationx1
such as
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W152
1

S~p!
P

Hp~ADx1!

S dHp~AD•x!

dx D
x5x1

~KP!21J15Z`J1

(9a)

Substituting the particular boundary conditions given by Eq.~1d!
in Eq. ~9a! yields the determination of the remaining variables at
the input wall.

The transfer matrixZ` describing the semi-infinite medium,
and defined by Eq.~9a!, yields a generalized impedance between
the input state variable and flux vectors. Depending on the geom-
etry, Z` can be expressed as a function of matrices such as

• p50 slab

Zx5P
1

AD
P21K21 (9b)

• p51 cylinder of internal radiusr

Zr5
1

2pr
P

K0~ADr !

ADK1~ADr !
P21K21 (9c)

whereK0 andK1 are the modified Bessel function of second kind
of order zero and one, respectively. Equation~9a! can be used
with Eqs.~6a! and ~7! to determineW at any inner locationx as

W~x!52
1

S~p!
P

Hp~ADx!

S dHp~AD•x!

dx D
x5x1

~KP!21J1 (10)

The eigenvector and eigenvalue matrices are known analitically—
see Eqs.~5b–c!. Moreover, in the next section, some Laplace
analytical inversions are to be used. If necessary, a numerical
Laplace inversion is performed, using for instance a Gavert-
Stehfest algorithm@13#.

4 Moisture Content and Temperature Ratio Analysis

4.1 Axial Case. In this section, we consider a semi-infinite
medium subjected to a time varying wall heat flux density. Such
assumption is used for instance in the hot film experiment, when a
heating plane probe is stuck to the medium, and the wall tempera-
ture response is measured and analyzed in order to deduce the
apparent thermal effusivity of the medium. The heat input must be
low enough that significant property variation does not occur.
When an input heat flux densityq0(t) applies on the input wall
x150, Eqs.~9a–b! are turned into

F ū0

T̄0
G5P

1

AD
~KP!21F j̄ 0

q̄0
G (11)

If the wall is impermeable, thenj 0 is zero. Substituting Eqs.
~5b–c! into Eq. ~11! yield

ū052
dALu

11ALu

1

bs1/2
q̄0 (12a)

T̄05
1

bs1/2
q̄0 (12b)

whereb5Ak* C is the apparent thermal effusivity. As expected,
the temperature response analysis is suitable for the estimation of
b only, while the wall moisture content expression contains infor-
mation about coupled heat and mass transport properties. The
negative sign in Eq.~12a! means that the moisture content de-
creases from the initial value when a positive heat flux is applied.
It is interesting to observe the direct relationship between both
variables, obtained from Eqs.~12a–b! such as

ū05
dALu

11ALu
T̄0 (12c)

and notice that the ratio of these variables is constant, depending
only on the thermogradient coefficient and the Luikov number.
This result implies that, for a given medium, when those param-
eters are known, in the domain where the parametric model is
valid, the wall moisture content can be directly deduced from wall
temperature measurements. This result could be quite suitable for
the calibration of a moisture sensor, thus temperature measure-
ments are often more simple and have a better confidence limit
that those obtained from moisture measurements.

For a constant input heat flux densityq, Eqs.~12a–b! are in-
verted as

u052
dALu

11ALu

2q

bAp
At (13a)

T05
2q

bAp
At (13b)

This result is well known for the temperature. The wall moisture
content is found here to exhibit the same kind of evolution, that is,
for a constant input heat fluxq, a linear dependance on the square
root of time. Equation~12c! is difficult to use directly, because
wall measurements are often a complicated matter. For a point
located inside the medium, Eq.~10! yields

ūx5
dLu

12Lu S exp~2Kax!2
1

ALu
exp~2Kux!D 1

bs1/2
q̄0

(14a)

T̄x5
exp~2Kax!

bs1/2
q̄0 (14b)

where

Ka5A s

a*
and Ku5A s

Du
.

Equations~14a–b! are inverted as a convolution product as
follows:

u~x,t !5E
0

t

hu~x,t2t!q0~x,t!dt (15a)

where

hu~x,t !5
dLu

~12Lu!bApt
S exp~2x2/4a* t !

2
1

ALu
exp~2x2/4Dut !D

T~x,t !5E
0

t

hT~x,t2t!q0~x,t!dt (15b)

where

hT~x,t !5
exp~2x2/4a* t !

bApt

The ratio of the moisture content and the temperature in Laplace
space is no longer constant, as in Eq.~12c! for the wall state
variables, but is given as

ūx5F~s,x!T̄x (16a)

with

F~s,x!5
dLu

12Lu S 12
exp~2~Ku2Ka!x!

ALu
D
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For a given inner location, the relationship between the moisture
content and the temperature is obtained in the real time space as a
convolution product such as

u~x,t !5E
0

t

huT~x,t2t!T~x,t!dt (16b)

with

huT~x,t !5
dLu

12Lu S d~ t !2
ax

2ALuApt3
expS 2

a2x2

4t D D
wherea5Du

21/22a* 21/2 andd(t) is the Dirac distribution.
The Dirac term in Eq.~16b! corresponds to the previous con-

stant ratio part, whenx50. Nevertheless, the behavior of the
transfer functionF(s,x) for short times and long times is of in-
terest. According to the final value theorem relative to Laplace
transformation, short times~respectively, long times! correspond
to the limit when the Laplace variables tend to infinity ~respec-
tively, zero!. The conditions relative to the corresponding Fourier
number are given assuming that, for practical cases, the Luikov
number is less than unity.

Asymptotic Expansion for Short Times(t!x2/a* ).

huT,st5
dLu

12Lu
(17a)

The latter expression is not valid whenx tend to zero.

Asymptotic Expansion for Long Times „tšx2ÕDu…

huT,l t52
dALu

11ALu
(17b)

In Eqs. ~17a–b!, huT,st and huT,l t are the Laplace inverse of
F(s,x) obtained for short and long times respectively. Both func-
tions are constant, and do not depend onx. The long time asym-
totic expansion is consistent with the constant ratio given by Eq.
~12c! for x50. On Fig. 1 the ratio between the moisture content
and the temperature at a given location is ploted as a function of
time. As expected, the short times asymptotic expansion is valid
during a longer time for a deeper location, while the long time
value is reached after a greater delay.

4.2 Moisture Content and Temperature Ratio in the Semi-
Infinite Cylinder. In this section, we consider the case of a
constant input heat fluxQ applied at the entrancer 0 of a semi-

infinite cylinder of lengthL. This problem is strongly linked to the
hot wire method used for thermal conductivity measurements
@14#. Previous Eqs.~9a! and ~9c! are turned into

ū05
dLu

12Lu

1

2pr 0L S K0~Kar 0!

K1~Kar 0!
2

K0~Kur 0!

ALuK1~Kur 0!
D Q

bs3/2

(18a)

T̄05
1

2pr 0L

K0~Kar 0!

K1~Kar 0!

Q

bs3/2
(18b)

It is apparent that, in this case, the ratio between the moisture
content and temperature at the wall is no longer constant. The
short times asymptotic expansions are found to be consistent with
the previous axial results as given by Eqs.~13a–b! for the corre-
sponding heat flux density. The long times asymptotic expansion
is of great interest, since it is usually implemented for the tem-
perature response analysis in the hot wire method.

When t@r 0
2/Du , Eqs. ~18a–b! can be approximated and in-

verted as

u0,`52
Qd

4pk* L
ln~ t !1Cste (19a)

T0,`5
Q

4pk* L
ln~ t !1Cste (19b)

Equation~19b! is the quite well known hot wire result: the long
time temperature response is a function of the natural logarithm of
time, and the slope coefficient yields the apparent thermal conduc-
tivity. The meaning of Eq.~19a! is that, if the thermogradient
coefficient is known, the hot probe temperature response could be
used to measure indirectly the moisture content for long times.

5 Conclusion
The solution of the coupled linear heat and mass transfer equa-

tions in semi-infinite media, as proposed by Eq.~10! is quite gen-
eral, and would be also valid if the direct moisture gradient effect
in the energy equation, Eq.~1b!, would not be neglected. How-
ever, the present study is of interest since in the case of Eqs.
~1a–e!, the solution is fully analytical. The resulting analytical
relationships between the local temperature and moisture
content could be used in order to implement some measurement
methods for the properties estimation or for moisture indirect
measurements.
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This work presents a comparative study of two alternative proce-
dures for the estimation of surface temperature of a heated body
from transient interior temperature measurements. This Inverse
Heat Conduction Problem (IHCP) is solved (in both procedures)
by using the Function Specification Method. A numerical test was
used in order to compare the best estimation achieved in each
procedure. The influences of the time step size, the total number of
measurements and the noise level in the measurement have been
considered in the estimation. Two criteria (minimization of total
error and residual principle [3]) are used to choose the best
hyper-parameter (r). The comparisons confirm that the proce-
dures and criteria used provide similar results, nevertheless this
study reveals slight differences with respect to the accurate and
the CPU time. @DOI: 10.1115/1.1738420#

Keywords: Conduction, Heat Transfer, Inverse, Numerical Meth-
ods

Introduction
As it is well known, the main difficulty of the Inverse Heat

Conduction Problem~IHCP! is the great amplification of the mea-
surement errors. The influence of the more important factors in

this problem can be discussed considering the exact solution of
Burggraf @1#. Many methods have been reported to solve IHCPs,
among the more versatile~applicable to solve multidimensional
and non-linear IHCP! the following can be mentioned: Tikonov
regularization@2#, iterative regularization@3#, mollification @4#
and function specification method@1#. Several types of the un-
known boundary conditions are considered in the IHCPs. In many
problems, the unknown boundary condition is stated as type 2~or
Newman’s condition!. This one can be considered the most usual
procedure because, once the heat flux has been estimated, the
temperature field~including the surface temperature! and heat
transfer coefficient can be calculated in a ‘‘post-processor’’@5,6#.
Nevertheless, depending on the methodology and the application
considered, the procedures can be different. For example, in ref-
erence@7# surface temperature and heat flux are estimated simul-
taneously in steady-state, and in@8# temperature field and heat
transfer coefficient are estimated simultaneously in a transitory
and nonlinear problem. In other cases, the sequence of calcula-
tions is the following: first, the surface temperature~or Dirichlet’s
condition! is estimated, and then heat flux and heat transfer coef-
ficient are calculated@9,10#.

The purpose of this technical note is to present a comparative
study of two alternative procedures in order to estimate surface
temperature: Procedure I—First, the surface heat flux history is
estimated by solving the IHCP, and then the discrete form of
Duhamel’s integral is used to calculate the surface temperature.
Procedure II—The surface temperature is estimated through a di-
rect formulation of the corresponding IHCP. In both procedures,
the classic Function Specification Method~FSM! proposed by
Beck @1# has been used. It is expected that different procedures
provide similar results. Nevertheless, in an IHCP problem, it is
suitable to carry out a comparative study. This is due to the ill-
posed nature of the IHCP and the different sensitivity coefficients
used. The comparison is made by taking into account the best
estimation achieved in each procedure using a numerical test. In
order to obtain the best estimation, it is necessary to consider a
criterion that permits an adequate choice of the hyperparameter. In
the FSM, the hyperparameter is the number of future temperature
used~r!, and the criteria considered are~1! the minimization of
total error, and~2! the residual principle@3#. The two criteria have
been applied in both procedures.

Analysis
In order to validate the inverse algorithm, the previous formu-

lation of the direct problem will be necessary. The following one-
dimensional problem of heat conduction will be considered: a flat
plate exposed to a heat flow that varies in time in a triangular
fashion~Fig. 1~a!!. The opposite face is insulated. The mathemati-
cal formulation will be used in dimensionless form in order to
simplify the notation. A more detailed description of this linear
problem can be found in reference@1#. The problem is governed
by the differential equation Eq.~1!. The boundary conditions are
indicated in Fig. 1~a!. It is noted thatt represents the dimension-
less duration of the triangular heating~in this caset51.2!. Finally,
the initial condition is:T(x,0)50.

]2T~x,t !

]x2
5

]T~x,t !

]t
0<x<1 (1)

The solution to this problem is based on the superposition of the
fundamental functionu(x,t), and it can be expressed as

0,t,t/2 T~x,t !5u~x,t !

t/2,t,t T~x,t !5u~x,t !22u~x,t2t/2! (2)

t.t T~x,t !5u~x,t !22u~x,t2t/2!1u~x,t2t!

whereu(x,t) represents the analytical solution@11# of the prob-
lem whenq(t)5t for t.0:
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u~x,t !58t3/2(
n50

` H i 3 erfc
2n1x

2t1/2
1 i 3 erfc

2~n11!2x

2t1/2 J (3)

For subsequent discussion, the solution, Eq.~2!, will be evalu-
ated at two points of special interest: atx51, where a sensor will
be placed, and atx50, which corresponds to the surface tempera-
ture that will be estimated. Both functions are represented in Fig.
1~b!.

The previous direct problem will be used as a test for the vali-
dation of the inverse problem. In the IHCP, the unknown bound-
ary condition atx50 is stated as type-I~or Dirichlet’s condition!,
and the objective is to estimate the surface temperature using the
discrete reading of temperature provided by a sensor located at
x51. As the measured temperaturesYi are affected by errors, they
are simulated using the discrete values of the analytical~or exact!
temperatureTi5T(1,t i) ~from Eq. ~2!! at timest i5 iDt ~the time
intervals of the measurements!. Then, random errors« i are added
according to:Ti1« i , where« i5Cui . The random numbersui
have been obtained using a random generator according to a nor-
mal ~or Gaussian!distribution with zero mean, uncorrelated, and
unit standard deviation. The constantC is chosen, so thatC
5sY , wheresY is the standard deviation of measured tempera-
tures. FSM method is based on the specification of the functional
form corresponding to an unknown inputC. To avoid unnecessary
repetitions, the input denoted asC, can be used in this problem
for the surface heat fluxq ~in procedure I!or the surface tempera-
tureTS ~in procedure II!. The specification of this method includes
only r future steps from the last estimated component~component
M21). Then, the future componentsCM , CM11 , . . . ,CM1r 21 ,
can be written in terms ofCM , and only this component is esti-
mated in each step. The temporary assumption can be made by
several ways. In this note the simplest form is used, that being a
piecewise constant form, and ther future components being as-
sumed temporarily constant. With this assumption, a particular
sequential inverse algorithm is derived from the minimization of
the difference~in the least squares sense! between the measured
~Y! and calculated~T! temperatures within the interval of future
times. Details of this algorithm can be seen in reference@1#. The
estimated component, noted asĈM can be expressed as

ĈM5
( i 51

r ~YM1 i 212T̂M1 i 21uC f ut.50!Zi

( i 51
r Zi

2
(4)

where subscripti denotes the future times.T̂M1 i 21uC f ut.50 repre-
sents the calculated temperatures assuming that the future compo-

nentsCM , CM11 , . . . ,CM1r 21 are equal to zero.Z is the first
derivative of calculated temperature with respect toCM . This
derivative, represents the sensitivity coefficient to a unit step
change in the input, and can be obtained by analytical@11# or
numerical methods. In Eq.~4!, Zi is evaluated atx51 ~sensor
location!and for the timest i5 iDt, i 51,2, . . . ,r .

Depending on the procedure used, different inputs and different
sensitivity coefficients are used. Details of the two procedures are
described below.

Procedure I. With this procedure, the previous estimation of
surface heat flux historyq̂ is necessary. Then, the surface tempera-
ture T̂S is calculated fromq̂. Accordingly, the inputC in the
inverse algorithm, Eq.~4!, represents the surface flux historyq,
and Z represents the respective sensitivity coefficients. Once the
estimation of q̂ has been completed, we can recover the field
temperature using the discrete form of Duhamel’s integral, ac-
cording to

T̂~x,tM !5T01(
i 51

M

q̂i~ t i 11/2!Xi~x,tM2 i ! (5)

where the initial temperature, noted asT0 , will be T050 in ac-
cordance with the mathematical formulation of the problem. In
agreement with the temporal assumption considered in the inverse
algorithm, Duhamel’s integral is approximated by a constant
piecewise function centered at the middle of the time step (t i 11/2).
Consequently the sensitivity coefficientsXi represent the tempera-
ture response to a unit pulse in the input, and hence it is evident
that Xi5Zi 112Zi . The surface temperature is obtained from Eq.
~5! by settingx50.

Procedure II. With this procedure, the surface temperature
history T̂S is directly estimated from Eq.~4!. Now, C andZ rep-
resent the surface temperature and the respective sensitivity coef-
ficients. The estimation of surface temperature in this form has
been described by Woodbury@9#. Nevertheless, the purpose of
Woodbury’s study was the surface flux estimation, whereas this
study is focused on the surface temperature.

In order to compare the best estimation of surface temperature
by the two procedures~I and II!, it is necessary to select the
optimal value ofr for a given time step. In this comparison, the
following criteria are considered:

Criterion A. In an IHCP there are two sources of error in the
estimation. The first source is the unavoidable bias deviation~or
deterministic error! when r .1. The second source of error is the
variance due to the amplification of measurement errors~stochas-
tic error!, which can be very important, especially when the time
steps are small. The global effect of deterministic and stochastic
errors is considered in the mean squared error or total error. De-
tails of these types of error and the corresponding estimates can be
found in reference@1#. The estimates used in this study for the
bias~D!, the variance (sC) and the total error~S! are defined by
Eqs.~6!, ~7!, and~8!, respectively.

D5F 1

N21 (
i 51

N

~Ĉ i usY502C i !
2G 1/2

(6)

sC5F 1

N21 (
i 51

N

~Ĉ i2Ĉ i usY50!2G 1/2

(7)

S5F 1

N21 (
i 51

N

~Ĉ i2C i !
2G 1/2

(8)

whereĈ i usY50 are the ‘‘virtual’’ estimations using errorless mea-
surements, andC i are the true values of input. The optimality
criterion is based on the minimization ofS, which allows deter-

Fig. 1 „a… One-dimensional problem and heat flow considered;
and „b… analytical solution of the problem at xÄ0 and at xÄ1
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mination of the necessary balance between the two error sources.
As it is evident, the interest of this criterion is mainly theoretical,
and it can only be useful in comparative studies.

Criterion B. This criterion is based on the residual principle
@3#. Once the vector of input (Ĉ1 ,¯ĈN) has been estimated, the
evaluation of the residual obtained from the comparison between
the measured temperaturesYi and the recovered temperatures
T̂i(r ) is possible. The residualR is defined as

R~r !5F 1

N21 (
i 51

N

~Yi2T̂i~r !!2G 1/2

(9)

For the procedure-I,T̂i(r ) can be obtained from Eq.~5! by
settingx51 ~sensor location!. AsT050, the Eq.~5! can be used
in same form to obtainT̂i(r ) in procedure II, nevertheless theq̂i

components must be replaced byT̂Si , and the sensitivity coeffi-
cients Xi represent the temperature response to a unit pulse of
imposed surface temperature. In the function specification
method, the residual principle is satisfied whenr is such that the
residualR assumes the closest~and superior!value to the standard
deviation of measurement@12#. This condition can be expressed
as follows: minr $R(r)>sY%.

Numerical Results
A numerical test was carried out for three cases and 24 sub-

cases. The results are presented in tabular and graphical forms,
and they correspond to the optimum r-value obtained by each
procedure~I and II!, criterion ~A and B! and level of noise, re-
spectively, as can be seen in Table 1. Each case corresponds to a
particular value of the total number of measurements~N! during
the time intervalt and a size of time step (Dt). The parameters
Dt andN are modified using the condition:Dt N5t51.2, so that,
N is increased gradually and the time step is reduced. Two levels
of noise measurementssY ~0.001 and 0.01!are considered in each
case. Taking as reference the maximum increase of dimensionless
temperature at location sensor~0.3581!, which corresponds to the
maximum of lower curve of Fig. 1~b!, and considering~around the
exact temperatures! an error range between62.576sY ~or 99 per-
cent confidence interval!, these noise levels correspond to percent-
ages error of 0.72 percent and 7.2 percent respectively. Finally it
is noted that estimatessTS, SandR are random variables. There-
fore, the choice of optimum value ofr needs the application of

Monte Carlo method. A total of 30 sets random errors have been
generated in each sub-case, and the results presented in Table 1
are the arithmetic mean of the corresponding estimates.

The first case~case-1 in Table 1!considers a relatively large
time stepDt50.12. Due to their size, only ten measurements
(N510) are included in the intervalt. For all subcases consid-
ered, the optimalr-value has beenr 52 ~for sY50.001) andr
53 ~for sY50.01), with independence of criterion~A or B!.
Graphical representations ofT̂S versus time are plotted in Fig. 2.
Considering a visual inspection, the estimations obtained by both
procedures are similar. Nevertheless, taking into account the val-
ues ofS in Table 1, for low noise, procedure II is slightly better
than procedure-I, and for high noise, the opposite occurs.

In the second case~case-2 in Table 1!, the time step isDt
50.03. This value impliesN540, according to the previous con-
siderations. As it is expected, shorter time step requires larger
r-value in order to assure the stability. Comparing the tabulated
results to the corresponding to previous case, the estimations are
now slightly more accurate. In this case, the estimation ofT̂S by
procedure I is slightly better than the one obtained by procedure
II. For sub-case procedure I andsY50.001, the best estimation
corresponds tor 57 ~criterion A! and r 56 ~criterion B!. Never-

Fig. 3 Case-2: „a… Procedure-I; and „b… Procedure II

Table 1 Summary of numerical results for optimum estima-
tions

P. sY C. r sTS D S R

CASE-1,Dt50.12,N510
I 0.001 A/B 2 0.0049 0.0090 0.0100 0.0015

0.01 A/B 3 0.0187 0.0107 0.0209 0.0108
II 0.001 A/B 2 0.0033 0.0060 0.0068 0.0039

0.01 A/B 3 0.0161 0.0211 0.0267 0.0156
CASE-2,Dt50.03,N540

0.001 A 7* ~6* ! 0.0023 0.0034 0.0041 0.0018
I B 6 0.0035 0.0021 0.0040 0.0012

0.01 A 10* ~9* ! 0.0098 0.0101 0.0141 0.0107
B 10 0.0098 0.0101 0.0141 0.0107

0.001 A 6 0.0035 0.0043 0.0056 0.0024
II B 5 0.0058 0.0023 0.0063 0.0014

0.01 A 9* ~8* ! 0.0140 0.0132 0.0193 0.0121
B 8 0.0179 0.0098 0.0204 0.0108

CASE-3,Dt50.01,N5120
0.001 A 16* ~17* ! 0.0023 0.0017 0.0029 0.0011

I B 16 0.0023 0.0017 0.0029 0.0011
0.01 A 25* ~27* ! 0.0077 0.0066 0.0101 ,sY

B 28 0.0064 0.0091 0.0111 0.0106
0.001 A 15* ~16* ! 0.0035 0.0027 0.0043 0.0016

II B 12 0.0067 0.0012 0.0068 0.0011
0.01 A 22 0.0126 0.0082 0.0126 0.0147

B 21 0.0141 0.0072 0.0159 0.0105

Fig. 2 Case-1: „a… Procedure-I; and „b… Procedure II
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theless, a new statistical analysis reveals that the choice based on
criterion A is affected by uncertainty. If the arithmetic mean value
of S is recalculated a set of 30 times, according to the central limit
theorem, these mean values are nearly normally distributed. This
particular point has been corroborated using the Kolmogorov-
Smirnov test. This fact permits to establish confidence intervals.
The 95 percent confidence interval forS with r 56 is: ~0.0038,
0.0042! and the corresponding interval withr 57 is: ~0.0039,
0.0041!. There is obviously an overlapping, and any of the two
values can be considered as the optimum. The cases affected by
this type of uncertainty are noted in Table 1 with~* !. Similar
overlapping exists in the sub-case: procedure I,sY50.01. On the
other hand, and considering the criterion B corresponding to pro-
cedure I andsY50.01, the 95 percent confidence interval forR
with r 59 is as follows:~0.0097, 0.0105!. As 0.0097,sY , this
implies that in some samples the residual principle is not statisti-
cally satisfied, consequently the minimumr-value that satisfies
~with 95 percent confidence! the residual principle isr 510 ~see
Table 1!. When procedure II is applied, only the estimations cor-
responding to a high noise level (sY50.01) are affected by un-
certainty. The estimations obtained by procedure I and II are plot-
ted in Fig. 3. In each case two noise levels are considered. The
criteria selected have been: criterion A, in Fig. 3~a!, and criterion
B, in Fig. 3~b!.

In the third case~case-3 in Table 1!T̂S is estimated with a very
high temporal resolution. The estimations corresponding to sub-
cases of low noise level are the most accurate results, and for the
sake of clarity are not plotted. Considering the high noise level
and the residual principle~criterion B!, the best estimations ob-
tained by procedure I and II are plotted in Fig. 4.

Finally, the computational time has also been evaluated. It is
evident that procedure I needs more computation time than the
used by procedure II. Moreover, the r-value used by procedure I
~in the best estimation! is higher that the one used by procedure II,
especially in cases of high temporal resolution. For example, com-
paring the estimation of surface temperature corresponding to Fig.
4, the CPU time required by procedure I and procedure II has
been 11.43 s. and 7.08 s, respectively. This advantage of proce-
dure II can be attractive in an on-line process. All numerical cal-
culations were performed on a personal computer with a Pentium
III 700 MHz processor.

Conclusions
Two procedures in conjunction with two possible criteria have

been considered in this comparative study in order to estimate the
surface temperature. The results obtained in this numerical simu-

lation reveal that, the accuracy of both procedures is similar, nev-
ertheless procedure I provides results slightly more accurate than
procedure II. On the other hand, procedure II requires less com-
putational time and needs a smaller number of future tempera-
tures. This fact suggests that procedure II can be more adequate in
those applications where the surface temperature must be esti-
mated in an on-line process of long duration.

A comparison has also been made between the criterion of
minimum mean squared error and the residual principle. Taking
into account the uncertainty in the determination of the optimum
r-value, this simulation confirms that both criteria provide equal or
similar values in all the cases considered.
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Nomenclature

C 5 constant chosen
D 5 estimate of bias
q 5 dimensionless heat flux

M 5 present time step
N 5 number of measurement duringt
n 5 integer
T 5 dimensionless temperature

T0 5 initial temperature
r 5 number of future time steps
t 5 dimensionless time

R 5 estimate of residual
S 5 estimate of total error
u 5 Gaussian random numbers~normalized!
x 5 dimensionless coordinate
X 5 sensitivity coefficient, Eq.~5!
Y 5 measured temperature
Z 5 sensitivity coefficient, Eq.~4!

Greek Symbols

Dt 5 dimensionless time step size
« 5 random error
u 5 analytical solution, Eq.~3!
s 5 standard deviation
t 5 dimensionless temporal interval

C 5 input unknown

Subscripts

i 5 at time t i
fut. 5 future components

S 5 surface location

Superscripts

ˆ 5 estimated
* 5 uncertainty
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1 Introduction
Mixed ~forced-free!convection heat transfer in vertical eccen-

tric annuli can be found in the drilling and cementing operations
of oil wells @1#, double-pipe heat-exchangers, and cooling of ver-
tical electric motors and generators@2#. Most articles dealing with
eccentric annuli treated the fully developed forced flow and the
fully developed forced convection@3–9#. Sathymurthy et al.@10#
investigated the problem of fully developed mixed~combined
forced and free!convection for a Newtonian fluid in an eccentric
annulus.

The main objective of this paper is to present an analytical
solution for the problem of fully developed laminar mixed con-
vection in vertical eccentric annuli under the thermal boundary
conditions of one isothermally heated cylinder while the other
cylinder is insulated. This analytical solution is used to obtain the
critical values of Gr/Re that create buoyancy effects that balance
the friction in the annulus. Flows having Gr/Re above these criti-
cal values would make the channel, which has a constant cross-
sectional area perpendicular to the flow direction, acts as a dif-
fuser with possible incipient flow separation.

2 Problem Description
The geometry under consideration is shown in Fig. 1~a!. This

eccentric geometry can easily be described by the bipolar coordi-
nate system~h, j andz! shown in Fig. 1~b!.

A Newtonian fluid at ambient temperatureTo is forced to flow
through this vertical annulus from its bottom. Free convection
exists inside this vertical channel as a result of heating one of its
walls at a uniform temperature (Tw) different from that of the
ambient while keeping the other wall insulated. The fluid is as-
sumed to have constant physical properties but obeys the Bouss-
inesq approximation~its density is allowed to vary with tempera-
ture in only the gravitational body force~buoyancy!term of the
vertical ~axial! momentum equation!. Body forces in other than
the vertical direction, viscous dissipation, internal heat generation,
and radiation heat transfer are absent. Using the appropriate coor-
dinate scale factors@11#, the governing equations in bipolar coor-
dinates under the above-mentioned assumptions can be obtained.

3 Fully Developed Mixed-Convection Flow

3.1 The Fully Developed Velocity Profile. At large values
of the dimensionless axial distanceZ the flow becomes fully de-
veloped withv5w50 and]u/]z50. Hence the continuity equa-
tion and the inertia terms of the axial momentum equation vanish
while thej andh-momentum equations reduce to]p/]j50 and
]p/]h50, respectively. In the axial momentum equation, the
gravitational body force per unit volumeFz52rg and according
to the Boussinesq approximation:r5ro(12buT2Tou). Hence,
Fz52rog1rogbuT2Tou. Using the dimensionless parameters
given in the nomenclature, one can write:Fz52rog
1(roGrg2/Dh

3)u. Accordingly, for a hydrodynamic fully devel-
oped mixed/forced flow]p/]z5@(dp/dz)f d#5constant and the
resulting axial momentum equation reduces to

mS ]2uf d

]j2 1
]2uf d

]h2 D 5h2S S dp8

dz
D

f d

2
roGrg2

Dh
3 u f dD (1)

For values of Pr,1, thermal full-development occurs before the
hydrodynamic full development and since the boundary condi-
tions under consideration have one wall isothermal,u f d51. With
u f d51 and using the dimensionless parameters given in the no-
menclature the above equation reduces to

]2U f d

]j2 1
]2U f d

]h2 5H2S S dP

dZ
D

f d

2
Gr

ReD 5

C* S S dP

dZ
D

f d

2
Gr

ReD
~coshh2cosj!2

(2)

whereC* is a dimensionless constant that depends on the geom-
etry and is given by

C* 5~sinh2 ho!/@4~12N!2#. (3)

It is worth mentioning that Re and Gr cannot, in strict sense, be
independently varied for mixed-convection problems in vertical
channels. This is because the entrance velocityuo ~which equals
to ū, under the steady-state steady-flow conditions! is physically
influenced by the value of Gr, in vertical duct flows. However,
forced and free convection effects can be comparable when an
external flow is superimposed on a buoyancy-driven flow. In such
a case, ‘‘there exists a well-defined forced convection velocity’’
@12#. Nonetheless, in the case under investigation, the governing
Eq. ~2! will be handled for given values of the parameter Gr/Re,
rather than independent values of each.

Let C** 52$(dP/dZ)f d2Gr/Re%, which is a dimensionless
quantity, and dividing both sides of~2! by C**

]2~U f d /C** !

]j2 1
]2~U f d /C** !

]h2 5
2C*

~coshh2cosj!2 (4)

Define the variableU f d /C** as the modified velocity profile
(U f dm) then the above equation becomes

]2U fdm

]j2 1
]2U fdm

]h2 5
2C*

~coshh2cosj!2 (5)
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This equation is identical to the steady-state heat conduction equa-
tion with internal heat generation solved by El-Saden@13# and it
has the following solution

U fdm5Ah1B2
C*

2
cothh1(

n51

`

coshj@Cenh1~D

2C* cothh!e2nh# (6)

Applying the nonslip boundary conditions at the walls, the con-
stants of integrationA, B, C, andD are obtained as given herein-
after

A5C* ~cothh i2cothho!/@2~h i2ho!# (7)

B5C* ~h i cothho2ho cothh i !/@2~h i2ho!# (8)

C5C* ~cothh i2cothho!/~e2nh i2e2nho! (9)

D5C* ~e2nh i cothho2e2nho cothh i !/~e2nh i2e2nho! (10)

As the constantsC* , A, B, C, andD are independent of the value
of Gr/Re, the above solution~6! shows, accordingly, that the

modified dimensionless velocity profile (U fdm) is independent of
Gr/Re. Thus,U fdm is the same for both the forced convection
(Gr/Re50) and the mixed convection (Gr/ReÞ0). Now, since
U f d5U fdmC** , then taking the average for both sides gives

U f d5U fdmC** (11)

and since the dimensionless average axial velocityU f d51, hence,

C** 5
1

U fdm

(12)

As the solution~6! proves thatU fdm is independent of the value of
Gr/Re, then Eq.~12! means thatC** is also independent of Gr/
Re, i.e., it is constant. Hence,C** for mixed convection (Gr/Re
Þ0) has the same value as that for forced convection (Gr/Re
50).

3.2 Critical Values of GrÕRe. As per the definition ofC** ,

C** 52$~dP/dZ! f d2Gr/Re% (13)

Notice that for the case of pure forced convection Gr/Re50,
C** 52(dP/dZ)f d,forced. SinceC** is a constant that is inde-
pendent of the value of Gr/Re, consequently, it has the same value
for both forced and mixed convection flows. Thus, one can rewrite
~13! as

~dP/dZ! f d,mixed5~dP/dZ! f d,forced1Gr/Re. (14)

In this equation (dP/dZ)f d,forced is always negative. Hence, in
fully developed mixed-convection flows, the pressure gradient
(dP/dZ)f d,mixed can have a value of zero or positive values if the
free convection is aiding the forced flow. When (dP/dZ)f d,mixed
equals zero the buoyancy forces offset the viscous forces and the
fluid flows in the vertical channel with a constant value of pres-
sure. On the other hand, when (dP/dZ)f d,mixed is .0, the vertical
channel acts as a diffuser; the pressure increases in the vertical
flow direction. The value of Gr/Re at which the buoyancy force
offsets the pressure drop due to friction~i.e., at which
(dP/dZ)f d,mixed50) will be named the critical value of Gr/Re or
(Gr/Re)cr . This critical value can be found by equating
(dP/dZ)f d,mixed to zero, i.e.,

~Gr/Re!cr52~dP/dZ! f d,forced5C** (15)

Values of (dP/dZ)f d,forced in eccentric annuli are already avail-
able in the literature@5,6,10,14,16,17#.

4 Results and Discussion
A FORTRAN computer program has been written to compute the

values of the fully developed laminar mixed convection modified
dimensionless velocity profile of a fluid of Pr,1 in vertical ec-
centric annuli from the analytical series solution given by Eq.~6!.
Then the average of this modified velocity profile has been com-
puted and the reciprocal of this average velocity gives the value of
the constantC** , as per equation~12!. Values ofC** ~i.e.,
(dP/dZ)f d,forced, which equals (Gr/Re)cr) have been computed
over wide ranges of the governing geometrical parameters,
namely, the dimensionless eccentricity (E50.1– 0.9) and the an-
nulus radius ratio (N50.1– 0.9). The obtained results are given in
Table 1. This table shows that for small values of the eccentricity
E, in the rangeE50.1– 0.3, the critical values (Gr/Re)cr increases
with the radius ratio. However, for the larger range of eccentricity
(E50.4– 0.9), these values decrease with the radius ratio.

This table is of practical importance to the designers of heat
transfer equipment. The values of (Gr/Re)cr presented in this table
provide the designers with information that can be used to set the
thermal boundary conditions for a specific eccentric vertical an-
nulus~of given eccentricity and radius ratio! to achieve the buoy-
ancy effect that counterbalances the pressure drop due to friction
and thus reduces the pumping power through the annulus. More-
over, the designer can set the thermal boundary conditions (Tw

Fig. 1 „a… Two-dimensional elevation and plan for the geom-
etry under consideration; and „b… Bipolar coordinate system
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2To) and/or the geometric parameters~N andE! such that she/he
obtains values of Gr/Re.(Gr/Re)cr . Consequently, the eccentric
annulus of constant cross-section flow area would act in this case
as a diffuser that builds up the pressure along the channel height
by means of the aiding free convection effects.

To validate the obtained results, comparisons with the available
values in the literature for (dP/dZ)f d,forcedhave been made. Table
1 also presents these comparisons, taking into consideration that
the present definition of (dP/dZ)f d,forced corresponds to double
the values off Re of Tiedt@5#. As can be seen from this table, a
maximum difference of 7.31% occurs at the lowest radius ratio
(N50.1) with the highest eccentricity (E50.9). For radius ratios
>0.2, the maximum deviation is 2.2%. Moreover, for the typical
practical range of radius ratio around 0.5 (N50.4– 0.6), the maxi-
mum deviation is 0.58%.

The above-tabulated results have been further processed using a
standard regression technique@15# to reach at an equation that
correlates the critical values of Gr/Re with the geometric param-
eters of the eccentric annulus~namely, the radius ratioN and the
dimensionless eccentricityE!. The following equation has been
obtained:

~Gr/Re!cr5bo1b1N1b2E1b3N21b4E21b5NE1b6Ln~N!

1b7Ln~E!1b8NLn~E!1b9ELn~N!

where the values of the ten constants are

bo 71.6438 b4 16.9926 b8 1.1425
b1 24.0220 b5 8.2770 b9 210.8790
b2 275.3630 b6 4.0868
b3 1.2168 b7 5.4223

This correlation has a coefficient of multiple determination,R2

50.9997 with a maximum deviation between the tabulated values
and that calculated using the correlation of 1.5163%.

Conclusions
An analytical expression for the fully developed velocity profile

of laminar mixed convection has been derived for a fluid of Pr
,1 in a vertical eccentric annulus under thermal boundary con-
ditions of having one wall isothermal while the other wall is ther-
mally insulated. This analytical expression has been utilized, over
wide ranges of the governing geometrical parameters~namely the
dimensionless eccentricity (E50.1– 0.9) and the annulus radius
ratio (N50.1– 0.9)), to obtain the critical values of Gr/Re that
would make the free convection effects offset the friction inside a
vertical eccentric annulus. Moreover, an equation that correlates
the critical values of Gr/Re with the geometric parameters of the
eccentric annulus~namely, the radius ratioN and the dimension-
less eccentricityE! has been obtained.
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Nomenclature

a 5 location of the positive pole of the bipolar coordinate
system on thex-axis, equalr sinhhi or r o sinhho

b 5 thermal expansion coefficient
cp 5 specific heat of fluid at constant pressure
Dh 5 equivalent~hydraulic!diameter of annulus, 2(r o2r i)

52a(12N)cschho
e 5 eccentricity~distance between the two centers of the

two cylinders forming the eccentric annulus!,
a(cothho2cothhi)

E 5 dimensionless eccentricity~dimensionless center-to-
center distance!,e/(r o2r i)5sinh(hi2ho)/(sinhhi
2sinhho)

Fz 5 body force in the axial~vertical! direction per unit
volume,2rg

Table 1 Critical values of Gr ÕRe for mixed convection in vertical eccentric annuli for different values of dimensionless eccentric-
ity and radius ratio along with validation of present results and comparisons with other works for „dP ÕdZ … fd ,forced

Radius
Ratio
.

Eccentricityc 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

(Gr/Re)cr

Present 44.64 43.52 41.81 39.73 37.50 35.30 33.31 31.69 30.65
0.1 Tiedt 44.28 43.12 41.36 39.20 36.85 34.49 32.26 30.26 28.56

Others 36.71* 30.263 28.17*
Present 45.88 44.42 42.22 39.56 36.71 33.87 31.22 28.84 26.79

0.2 Tiedt 45.66 44.19 41.97 39.28 36.39 33.52 30.81 28.36 26.21
Others 28.363

Present 46.49 44.83 42.34 39.34 36.14 32.97 29.99 27.29 24.90
0.3 Tiedt 46.34 44.67 42.17 39.16 35.95 32.77 29.77 27.06 24.65

Others 29.72*
Present 46.85 45.05 42.37 39.16 35.73 32.34 29.17 26.28 23.72

0.4 Tiedt 46.72 44.93 42.25 39.03 35.60 32.21 29.03 26.15 23.58
Present 47.14 45.24 42.44 39.07 35.49 31.96 28.60 25.60 22.93

0.5 Tiedt 46.96 45.08 42.28 38.92 35.34 31.82 28.51 25.51 22.84
Others 44.931 35.33*

35.39**
31.751 22.82*

Present 47.20 45.26 42.37 38.91 35.24 31.61 28.22 25.14 22.40
0.6 Tiedt 47.11 45.17 42.29 38.83 35.16 31.54 28.15 25.07 22.34

Present 47.29 45.31 42.37 38.84 35.10 31.42 27.97 24.84 22.06
0.7 Tiedt 47.20 45.23 42.29 38.77 35.04 31.36 27.91 24.78 22.01

Present 47.35 45.34 42.36 38.80 35.02 31.30 27.81 24.65 21.85
0.8 Tiedt 47.25 45.26 42.29 38.73 34.96 31.24 27.76 24.61 21.81

Present 47.35 45.35 42.36 38.77 34.98 31.24 27.73 24.56 21.74
0.9 Tiedt 47.82 45.28 42.29 38.72 34.92 31.19 27.69 24.52 21.70

*Feldman et al.@16#.
** Sathymurthy et al.@10#.
3Trombeta@6#.
1Dipanker Choudhury and Kailash Karki@17#.
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g 5 gravitational body force per unit mass~acceleration!
Gr 5 Grashof number,gb(Tw2To)Dh

3/g2

h 5 coordinate transformation scale factor,a(coshh
2cosj)

H 5 dimensionless coordinate transformation factor,h/Dh
50.5 sinh(ho)/(12N)(cosh(h)2cos(j))

k 5 thermal conductivity of fluid
n 5 infinite-series summation parameter in analytical so-

lution
N 5 annulus radius ratio, ri /ro5sinhho /sinhhi
p 5 pressure of fluid inside the channel at any cross-

section
p8 5 difference between the pressure of the fluid inside the

channel at any cross-section and the corresponding
hydrostatic pressure, p2rogz

po 5 pressure of fluid at annulus entrance
P 5 dimensionless pressure defect at any point, (p8

2po)/(roū2)
Pr 5 Prandtl number,mcp /k
r i 5 inner radius of annulus
r o 5 outer radius of annulus
Re 5 Reynolds number,ūDh /g
T 5 temperature at any point
u 5 axial ~streamwise!velocity component at any point

uo 5 entrance axial velocity,ū
ū 5 average axial velocity over the annulus cross section

at any vertical location
U 5 dimensionless axial velocity at any point,u/ū
Ū 5 dimensionless average axial velocity, 1
v 5 velocity component inh-direction
y 5 the second transverse direction in the Cartesian coor-

dinate system
w 5 velocity component inj-direction
z 5 axial coordinate in both the Cartesian and bipolar

coordinate systems
Z 5 dimensionless axial coordinate,z/(Dh Re)

Greek Letters

b 5 volumetric coefficient of thermal expansion
h 5 the first transverse bipolar coordinate
h i 5 value ofh on the inner surface of the annulus,

h i5cosh21((N(11E2)1(12E2))/2 NE)
ho 5 value ofh on the outer surface of the annulus,

ho5cosh21((N(12E2)1(112E2))/2 E)
u 5 dimensionless temperature, (T2To)/(Tw2To)
m 5 dynamic viscosity of fluid
g 5 kinematic viscosity of fluid,m/r
j 5 the second transverse bipolar coordinate

ro 5 fluid density at ambient~entrance!temperature
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Critical Heat Flux of Multi-Nozzle
Spray Cooling
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Tiny nozzles are developed that are capable of creating the swirl-
ing flow necessary to generate a full cone spray. Eight miniature
nozzles are embedded in a multi-nozzle plate used to generate a
spray array for the cooling of high heat flux laser diodes. The
target spray cooling area is a 132 cm2 flat surface of a copper
heater plate. A closed loop spray cooling test setup is established.
FC-87, FC-72 and methanol are used as the working fluids. Criti-
cal heat flux (CHF) is experimentally investigated at various
spray saturation temperatures and nozzle pressure drops (from
0.690 bar to 3.10 bar). It is demonstrated that the spray cooler
can reach the CHF levels up to 91.5 W/cm2 with FC-87 and 490
W/cm2 with methanol. @DOI: 10.1115/1.1738418#

Keywords: Boiling, Cooling, Heat Transfer, Sprays, Two-Phase,
Vaporization

Introduction
Evaporative spray cooling has been exhibited to be an effective

method of removing high heat fluxes from surfaces with low su-
perheat. For water as the working fluid, a spray cooling heat flux
of 1000 W/cm2 was reached@1#. The heat flux enhancement due
to spray cooling is attributed to the dynamic behavior of the drop-
lets impinging on the hot surface and interacting with the bubbles
and the thin liquid film.

Recent applications of spray cooling involved the cooling of
different kinds of electronics. In this application, a major portion
of heat transfer results from nucleate boiling heat transfer. Other
emerging applications include the cooling of high heat flux laser
diodes, x-ray medical devices, avionics and so on. The heat trans-
fer mechanism of spray cooling deals with three phenomena,
namely nucleate boiling due to both surface and secondary nucle-
ation, convection heat transfer and direct evaporation from the
surface of the liquid film@2#. The concept of secondary nucleation
is helpful for understanding the heat transfer enhancement of
spray cooling. It has been concluded that increasing the droplet

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HEAT TRANSFER. Manuscript received by the Heat Transfer Division December 11,
2002; revision received October 17, 2003. Associate Editor: D. B. R. Kenning.
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flux increases the number of secondary nuclei, increases heat
transfer of nucleate boiling and convection, and helps to lower
surface temperature for a given heat flux@2#. Several experiments
were performed to understand nucleate boiling heat transfer and
critical heat flux~CHF! for full cone sprays using single nozzles
@1–6#. The effects of spray nozzle, volumetric flux, Sauter mean
diameter of spray, subcooling and working fluid were investi-
gated. Estes and Mudawar@3# presented a CHF correlation with
suitable dimensionless parameters that accurately predicted data
for FC-72, FC-87, and water. The correlation by Estes and
Mudawar had a strong dependence of CHF on volumetric flux and
Sauter mean diameter. Sehmbey et al.@4# developed a semiempir-
ical correlation for CHF that was based on a macrolayer dryout
model and correlated with data for water and LN2.

Lin and Ponnappan reported the multi-nozzle spray cooling in a
closed system with and without air involved and discussed the
effect of air on the thermal performance of the spray cooling@7#.
The closed loop multi-nozzle spray cooling system was developed
for the cooling of high power laser diode arrays. The spray cool-
ing occurred in the confined and closed system@7#. Existing CHF
data were applicable mainly for free spray cooling of small sur-
faces using a single nozzle at relatively higher pressure drops
across the spray nozzle@3–5#, most of the applied pressure drops
being greater than 2.0 bar. In this paper, CHF is experimentally
investigated under the spray pressure drops ranging from 0.69 bar
to 3.1 bar.

Test Setup and Procedure
A miniature nozzle array is designed to generate the full cone

sprays that impinge on a hot surface with an area of 132 cm2.
Eight miniature nozzles are made in a multi-nozzle plate@7#. The
distance between two nozzles is 5.0 mm. The nozzle discharge
orifice diameter is 0.25 mm. As the pressurized liquid passes
through the nozzle, a swirling liquid jet is generated at the dis-
charge orifice and this intensifies liquid breakup into the fine drop-
lets forming a full cone spray. Multi-nozzle spray performance
tests in the atmospheric environment are conducted with FC-72,
FC-87 and methanol as the working fluid. It is observed that at the
pressure drop of 1.72 bar, sufficiently fine droplets have devel-
oped at a spray distance greater than 6.0 mm~measured from the
nozzle exit!. Figure 1 describes a spray array pattern that just
inscribes a rectangular cooling surface. The spray pressure drop is
around 1.72 bar for the fluorocarbon fluids and 2.41 bar for
methanol in order for the spray array to inscribe the target area at
a spray distance of 8.8 mm. The higher the pressure drop, the
greater is the spray cone angle and the shorter is the spray distance
necessitated for developing the sufficiently fine droplets.

The schematic of test setup for the thermal performance test is
shown in Fig. 2. The system consists of the multi-nozzle plate, a
heater assembly, a liquid chamber, a spray chamber, a helical coil
condenser, flow channels~for two-phase flow and liquid flow!, a
magnetic gear pump, a preheater, a bypass loop, and a filter. A
cold bath is used to supply cooling water to and from the con-
denser. The spray chamber is sealed to the copper heater plate
which is on the top of the heater block~heat focusing block!. The
hot surface of the heater plate is polished with 14mm grit SiC
paper before testing. The distance between the nozzle exit and the
hot surface is 8.8 mm which is sufficiently high for breaking up
the liquid into fine droplets. The spray chamber space dimensions
are 8.8 mm~high!, 28.5 mm~long!, and 17.0 mm~wide!. For
visualization experiments, the frame of the spray chamber is re-
placed with a transparent one~acrylic material!with the same
dimensions as the metallic frame used for the thermal perfor-
mance test. Working fluids include FC-87, FC-72, and methanol.
The system of the closed loop is evacuated to a pressure below
531026 Torr before filling with the working fluid. The liquid fill
amount is 190 ml which is about 38 percent of the internal volume
of the loop. The pressure difference generated by the micro-pump
maintains the circulation flow. The multiple sprays interfere with

adjacent ones in the near surface region. The pressurized liquid is
fed to a plenum chamber before ejecting through the nozzles. In
the spray chamber, the slightly subcooled droplets impinge onto
the hot surface. A large part of the droplets turn into a thin film on
the hot surface and a small part of them vaporize, removing the
heat through phase change. The vapor flows along with the liquid
out of the spray chamber into the two-phase channel which guides
the two-phase flow to the condenser where it condenses. The sub-
cooled liquid from the condenser is pumped back to the liquid
chamber. The spray cooling capability is limited by CHF from the
hot surface.

The liquid flow rate of the spray cooling system is measured
using a turbine flow meter. The spray chamber pressure (p3), the
pressure at the inlet of the liquid chamber (p2) and the pressure at
the outlet of the condenser (p1) are measured using three pressure

Fig. 1 Spray array: „a… individual spray cone; and „b… inscrip-
tion area of spray

Fig. 2 Schematic of experimental setup
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sensors. The spray chamber pressure corresponds to the fluid satu-
ration temperature,Tsat, in the spray chamber. The spray pressure
drop, Dp5p22p3 , is controlled by the pump and bypass valve.
The rotational speed of the magnetic pump is adjustable through a
variable DC power supply. The working fluid temperatures in the
spray cooling loop are measured using T-type probe thermo-
couples. The supply liquid temperature~at the inlet of liquid
chamber!,T1 , is regulated by adjusting the cold bath temperature
and input power to the preheater. It is desired thatT1 is set to be
as close toTsat as possible to minimize the subcooling effect.

A copper heater block with four cartridge heaters inserted is
used as the heat source. Eight thermocouples are embedded in
0.58 mm holes drilled along two planes in the heater plate, form-
ing four pairs of thermocouples. Four thermocouple locations in
the front of the heater plate are shown in Fig. 2. The distance
between two thermocouple location planes,t2 , is 2.54 mm. The
distance between the hot surface and the upper plane of the ther-
mocouple locations,t1 , is 2.16 mm. The thermocouple bead di-
ameter is 0.3 mm. The heater plate with the hot surface towards
the spray chamber is embraced by an insulation plate made of
silicone and glass and is tightly attached to the heater block by a
compression assembly. Thermal grease is used to minimize the
contact thermal resistance between the heater plate and heater
block. The heater assembly is well insulated with fiberfrax. The
hot surface heat flux or the heat rate per unit hot surface area is
calculated by

q95
cwkh

t2
~T2,m2T1,m!, (1)

whereT1,m andT2,m are the arithmetic means of the temperatures
indicated by the four thermocouples at the upper plane and those
at the lower plane,kh is the thermal conductivity of heater plate,
and the constantcw is obtained through calibration. The average
temperature on the hot surface,Tw , is extrapolated in terms of
T1,m andq9 @7#. AC power is applied to the cartridge heaters. The
input power is monitored by a power analyzer.

All signals of the measured parameters are transferred to a PC
for recording. During the test, the input power is varied up to the
amount relating with CHF. The spray pressure drop is adjusted at
the levels of 0.69 bar, 1.03 bar, 1.72 bar, 2.41 bar, and 3.1 bar. The
spray chamber pressure is changed according to the working fluid
being used. All data are acquired 50 times in an interval of 1
minute and the average values are recorded after a steady state is
reached. The measurement uncertainties for the relevant test pa-
rameters have been analyzed@7#.

Results and Discussion
It is observed in the visualization experiment that nucleate boil-

ing heat transfer occurs in all tested cases. The spray cones are
surrounded by the agitated two-phase fluid. The droplets impinge
onto the hot surface and splash to the circumference of the spray.
The splashing liquid is restricted by the wall and is forced to
rebound to the space surrounding the sprays. The interaction be-
tween the spray cone and surrounding fluid is stronger in the case
of multi-nozzle spray cooling than in the case of single nozzle
spray cooling and this could lower CHF.

Experimental data of CHF,qc9 , for FC-87, FC-72, and metha-
nol are plotted in Figs. 3–5, as functions of volumetric flow rate
per unit cooling area,Q9. Also presented in these figures are the
different saturation temperatures,Tsat, in the spray chamber and
the supply liquid temperatures,T1 . For FC-87 and FC-72, the
values of subcooling,Tsat2T1 , are very small~less than 3.5°C!.
For methanol, the subcooling is relatively higher~between 4°C
and 12°C! but still considered as being small since CHF for
methanol is much higher. Generally, CHF increases with an in-
crease of the volumetric flux and saturation temperature under the
present condition. In these figures, the highest CHF value is 91.5
W/cm2 for FC-87, 83.5 W/cm2 for FC-72 and 490 W/cm2 for
methanol. The surface superheat,Tw2Tsat, at the heat flux close

Fig. 3 CHF versus Q 9 at different saturation temperature lev-
els for FC-87

Fig. 4 CHF versus Q 9 at different saturation temperature
levels for FC-72

Fig. 5 CHF versus Q9 at different saturation temperature
levels for methanol
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to CHF ranges approximately from 42°C to 50°C for FC-87, from
37°C to 40°C for FC-72 and from 50°C to 60°C for methanol. For
each fluorocarbon fluid, CHF values at variousTsat levels tend to
merge with each other asQ9 increases.

To obtain more spray cooling information, the effectiveness of
spray cooling at CHF,hc(qc9/hf gQ9r1 wherehf g and r1 are the
latent heat of vaporization and liquid density!, and Sauter mean
diameter~SMD!, d32, are calculated. The present values of SMD
are estimated using the correlation of Estes and Mudawar@4#. The
values ofhc andd32 as well as other three parameters are listed in
Table 1. It is shown thathc is much smaller and d32 is greater for
methanol than for FC-87 and FC-72 at the sameDp. Increasing
Dp decreasesd32.

Conclusions
A closed loop spray cooling test setup employing the multi-

nozzle array is established that can be operated for a pure working
fluid test without air in the system. CHF of the spray cooling is
experimentally investigated. Dryout occurs if the droplets are un-
able to touch the surface. CHF of methanol is much higher than
that of the fluorocarbon fluids. CHF increases with an increase of
the volumetric flux or pressure drop.
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The initial conditions of Madejski’s splat-quench solidification
model for the impact of molten droplets on a solid substrate sur-
face are modified by eliminating the adjustable parameter ‘‘«’’
used in the estimation of initial spreading droplet radius. In the
present model, the initial conditions are estimated after a definite
time interval from the start of impact. Numerical predictions ob-
tained from an improved Madejski model with different« and the
corresponding experimental measurements published in the litera-
ture are used for the comparison of the present model predictions.
The improvements noted from the model predictions are reported.
@DOI: 10.1115/1.1738421#

Keywords: Droplet, Solidification, Impingement

Introduction
Metallic surface coatings produced by thermal spraying process

are shown to be efficient and cost effective for several technologi-
cal applications@1#. Several experimental and theoretical investi-
gations have been carried out under this topic to elucidate the
physical processes involved in the droplet impact process, and
also to enhance the coating quality@1,2#. The quality of coating
depends on two major mechanisms: the spreading behavior of the
impinging molten metallic droplets, and the solidification process
of the spreading molten liquid layer. The fluid dynamic processes
associated with the impact of liquid droplets on solid surfaces
without solidification have been studied well in the literature
@3–7#. For the impact of a molten metal droplet involving solidi-
fication, the coupling effects between fluid dynamics, heat trans-
fer, and phase transition processes made the metal droplet impact
process more challenging for the numerical modelers working in
this topic@8–12#. Madejski@13# proposed a simple mathematical
model to predict the diameter and thickness of splats formed dur-
ing the impact of molten metal droplets. The author had assumed
that the spherical droplet initially takes the shape of cylinder with
radius,Ro , equivalent to a fraction of the impinging droplet di-
ameter,D, i.e.,Ro5«D, just after the instant at which the droplet
touches the impact surface and obtained numerical predictions by
selecting an arbitrary value for« as 0.5. Several researchers have
modified the original model of Madejski by better predicting the
viscous dissipation losses and wetting effects@14–18#. Note that
the droplet impact model proposed by Madejski@13# has not con-
sidered the physical processes in detail for the flow analysis.
These processes may include the effect of compressibility devel-
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Table 1 Spray parameters

Working
Fluid

Tsat
~°C!

Dp
~bar!

Q9
~m3/m2s!

d32
~mm!

hc
~2!

0.69 0.0128 50.0 0.378
FC-87 42.5 1.03 0.0147 45.3 0.374

1.72 0.0181 39.6 0.336
2.41 0.0204 36.5 0.306

0.69 0.0123 57.8 0.330
FC-72 54 1.03 0.0144 52.1 0.324

1.72 0.0175 45.2 0.300
2.41 0.0201 41.4 0.282
3.10 0.0222 38.7 0.271

1.03 0.0246 79.6 0.122
Methanol 53 1.72 0.0308 68.6 0.131

2.41 0.0363 62.3 0.133
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oped during the impact of a high speed droplet@19–21#, freezing
of the contact line observed during the impact of molten metal
droplets with low We@22#, and the effect of thermal contact re-
sistance@23#.

In the present work, the improved model of droplet impact and
solidification processes proposed by Delplanque and Rangel@15#
has been modified by following a more realistic approach for the
initial estimation ofRo . Until now, the theoretical studies@15–18#
based on Madejski’s approach@13# are developed with the as-
sumption thatRo5«D. Note that no specific details may be avail-
able in the literature to indicate the cylindrical disc shape assumed
in Madejski model@13# just after the first instant of droplet im-
pact. The value of« is chosen arbitrarily in many of these inves-
tigations mainly by comparing the model predictions with the ex-
perimental results or advanced numerical simulations@16,17#. The
main objective of this technical note is to eliminate the assumed
parameter,« employed in Madejski’s approach@13#. With the
present work,Ro can be estimated directly from the impinging
droplet parameters like the droplet diameter,D and velocity,W.
However, the modified model can be used for numerical predic-
tions only after a definite initial time period,to5D/W from the
instant at which the droplet touches the surface.

Model Details
The model described in this study is based on the splat-quench

solidification model proposed by Madejski@13# and its improved
version proposed by Delplanque and Rangel@15#. Hereafter the
model proposed by Delplanque and Rangel@15# is referred in this
paper as DR model. The major modification considered in the
present model lies in the initial conditions used to describe the
droplet deformation and solidification processes. Consider a mol-
ten metal droplet of diameter,D impinges on a flat surface with
velocity, W along the normal to the flat surface. The Weber num-
ber, We and Reynolds number, Re are defined, respectively, as
We5r lW

2D/s and Re5rlWD/m, wherer l is the density,m, the
viscosity, ands, the surface tension of molten metal liquid. As
mentioned in the previous section, earlier models based on Made-
jski’s approach have assumed that the impinging droplet takes the
shape of cylindrical disc as it touches the surface. However, under
practical circumstances, this assumption may be justified only af-
ter a definite period of time,to from the start of impact. By as-
suming that the entire droplet liquid is moving with the velocityW
during the initial stage of impact,to may be of the orderD/W.

The solidification starts as the droplet touches the surface and
the thickness of solidified layer,y is expressed asy
5UAa(t2t) @13#, wherea is the thermal diffusivity of the so-
lidified layer andt, the time at which solidification begins at a
given radial location,r ~refer to Fig. 1!. The solidification con-
stant,U is a function of the Stefan number, St and expressed as

St5ApS U

2 DerfS U

2 DexpS U2

4 D , (1)

where

St5
Cp~Tm2To!

hs
. (2)

Cp and hs are the specific heat and latent heat of the droplet
material, respectively,Tm is the melting point of the droplet ma-
terial, andTo , the impact surface temperature. Note that the de-
pendence ofU with t @24# is not considered in Eq.~1!, and, hence,
U is assumed to be constant during the entire solidification pro-
cess as in the classical Stefan problem. Forr ,Ro and t50, the
solidified layer thickness is expressed only as a function of time,
yo5UAat. The volume of solidified layer,Vs is estimated as

Vs5pRo
2yo1E

t50

t5t

2pR~t!ydR~t!. (3)

By using the principle of mass conservation, the thickness of liq-
uid layer,b shown in Fig. 1 is expressed as

b5
~p/6!D3r l2rVs

pR2r l

, (4)

wherer is the density of the solidified metal layer.
As shown by Madejski@13#, the equation for the droplet defor-

mation is derived from the conservation of mechanical energy
expressed as

d

dt
~Ek1Ep1Ed!50, (5)

whereEk is the kinetic energy,Ep , the potential energy, andEd ,
the viscous dissipation energy. In order to obtain negative integral
rate of viscous energy over the spreading droplet, Markworth and
Saunders@14# employed a higher order velocity field to describe
the droplet deformation process. By following their work, Del-
planque and Rangel@15# modified the inaccurate viscous dissipa-
tion, proposed earlier by Madejski@13#, and expressedEk andEd
as

Ek5
3

10
pr l S dR

dt D
2S R2b1

11

7
b3D , (6)

dEd

dt
5

pmR2

b S dR

dt D
2S 3

2
1

72

5

b2

R2D . (7)

The potential energy is expressed by including the effect of wet-
ting as

Ep5spR2~12cosu!1s2pRb, (8)

whereu is the contact angle made by the spreading droplet with
the solid surface. By using Eqs.~6!–~8!, Eq. ~5! is modified as

d

dt F 3

10
r l S dR

dt D
2S R2b1

11

7
b3D1s~R2~12cosu!12Rb!G

1
mR2

b S dR

dt D
2F3

2
1

72

5

b2

R2G50. (9)

Initial Conditions Used in DR Model. The initial conditions
needed to solve Eq.~9! at to50 are expressed in DR model as

R~ to!5Ro5«D, (10)

b~ to!5bo5
D

6«2
, (11)

and

Fig. 1 Schematic sketch showing the parameters used in
Madejski †13‡ model
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dR

dt
~ to!5S dR

dt D
o

5WF 5

3

S 11
11

252«6D G
1/2

(12)

Modified Initial Conditions. Consider that the impinging
droplet spreads out radially and attains a cylindrical disc of radius,
Ro at time,to5D/W estimated from the instant at which the drop-
let touches the impact surface. An explicit relation to determine
the thickness of liquid layer,bo at to5D/W, proposed recently by
Roisman et al.@7#, from the impinging droplet parameters is ex-
pressed as

3We15~12cosu!Reb̄o510 ReWeb̄o
3, (13)

whereb̄o is the thickness of liquid layer nondimensionalized with
D. For a given impinging droplet, Eq.~13! provides the thickness
of liquid layer, bo of the deformed droplet atto5D/W. The cor-
responding radius of droplet spread atto5D/W, Ro is determined
by using the mass conservation. Thus, the modified initial condi-
tion for Ro is expressed as

R~ to!5Ro5AD3

6bo
, (14)

wherebo5b(to)5b̄oD. The expression for (dR/dt)o is obtained
by comparing the kinetic energy of the spreading droplet liquid
layer at the instantto5D/W with the kinetic energy of the droplet
before impact. The kinetic energy of spreading droplet at the in-
stantto5D/W is estimated by considering the energy losses as

Eko5L~ b̄o ,Re,We,u!S pr lD
3W2

12 D , (15)

where the factorL is expressed as@7#

L511
12

We
2

3

5 ReS 1

b̄o
3

1
12

b̄o
D 2

2~12cosu!

Web̄o

2
A96b̄o

We
.

(16)

By comparing Eqs.~6! and~15!, the initial condition for (dR/dt)
is obtained as

dR

dt
~ to!5S dR

dt D
o

5WF 5

3
L

S 11
66

7
b̄o

3D G
1/2

(17)

Nondimensionalization. The energy conservation equation
and initial conditions are nondimensionalized by using the vari-
ablesj5R/Ro , f5b/Ro , and t̃5Wt/Ro . After simplification,
Eq. ~9! becomes

d

dt̃
F 3

10 S dj

dt̃ D
2

fS j21
11

7
f2D1

A6b̄o

We
j~j~12cosu!12f!G

1
Ab̄o

Re

j2

f S dj

dt̃ D
2SA27

2
1

72A6

5

f2

j2 D 50, (18)

where

f5
A6~ b̄o!3/2

j2 F12KS At̃12E
0

t̃
j~ t !

dj~ t !

dt
A~ t̃2t !dtD G

(19)

is obtained from Eqs.~3! and ~4!, and

K5
r

r l
UA 1

61/2Pe~ b̄o!5/2
. (20)

HereK is the solidification parameter and Pe, the Peclet number
defined by Pe5WD/a with a as the thermal diffusivity of the
droplet material. The nondimensionalized initial conditions are
expressed as

t̃~ to!5 t̃ o5A6b̄o, (21)

j~ t̃ o!51.0, (22)

f~ t̃ o!5A6~ b̄o!3/2, (23)

and

dj

dt̃
~ t̃ o!5F 5

3
L

S 11
66

7
b̄o

3D G
1/2

. (24)

Results and Discussion
Numerical calculations are carried out for different droplet im-

pact conditions to obtain the time evolution of the spreading drop-
let radius by solving Eqs.~18! to ~24! without considering the
effect of wetting. A predictor-corrector numerical scheme is used
for the numerical calculation. Note that the effect of wetting is
ignored in the calculations just to show the improvement of the
present modified model through the comparison between the
present model predictions with that of DR model. The calculations
of the droplet spreading by previous models employing Madejs-
ki’s approach@13,15–18#rely on the arbitrary choice of«. For
instance, Madejski@13# and Zhang@17# chosen« arbitrarily as 0.5
for the estimation ofRo . In this context, Delplanque and Rangel
@15# suggested that«50.74 as the only physically possible value,
however their continued investigation considered a different value
for « as 0.39@16#. In this study, the predictions of the spreading
droplet radius from DR model are obtained with«50.39 and 0.74.

Without Solidification „KÄ0…. At first, the comparisons are
made without considering the solidification process, i.e.,K50.
Figure 2 shows the variation ofR with time for an ink droplet of
D52.96 mm impinging with velocityW51.36 m/s. The experi-
mental data for this specific case is taken from@16# and@20#. The
present model calculation requires the value ofu for the calcula-
tion of Ro and L. The valueu can be estimated from the static
contact angle,us as

Fig. 2 Comparison of the model predictions on the evolution
of the spreading droplet radius „R… for the impact of an ink
droplet with DÄ2.96 mm and WÄ1.36 mÕs „ReÄ4000 and We
Ä72…
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u5cos21H 122 tanhF5.16S Ca

111.31Ca0.99D 0.706G J 1us

(25)

where Ca5mWc /s is the capillary number based on the liquid
contact line velocity,Wc which is approximated during the initial
stages of impact asW. For this particular calculation, the value of
us is taken arbitrarily as 105 deg from the previous experiments of
the droplet impact obtained by using water as the experimental
liquid @7#. Note that the value ofus chosen for the present calcu-
lation is showing a minor change in the variation ofR as seen
from the comparison of the present model results obtained for
us5105 deg and 60 deg. Since the present model predictions start
only afterto , the variation ofR at the beginning of drop impact is
not shown in Fig. 2. In general, the variation trend of the present
model results is same as the DR model results with«50.39; how-
ever, as seen in Fig. 2, the present predictions are found to be
closer to the experimental measurements than the results of DR
model.

Fukai et al.@4# reported the experimental measurements ofu
for their droplet impact experiments in addition to the instanta-
neous variation of the droplet spreading radius. Figure 3 shows
the variation of the spreading droplet radius with the nondimen-
sional time parameter,tW/D for an experimental case reported by
Fukai et al.@4#. The details of the impinging water droplet are
given in the figure caption and the value ofu is taken as 49 deg,
as reported by Fukai et al.@4#, for the present model calculations.
As observed in the previous case, the present model results are
much closer to the experimental results than that of DR model.

With Solidification „KÌ0…. The droplet spreading character-
istics for the solidification case are shown in Figs. 4 and 5 for the
impinging molten solder droplets withD581.4mm and W
51.52 m/s~We54.4 and Re5381!at different substrate tempera-
ture, To . The variation inTo provides the droplet impact cases
with varying solidification parameter,K. The corresponding ex-
perimental data on the instantaneous variation ofR are taken from
the study reported by Attinger et al.@26#. For everyTo , the Stefan
number~St! is calculated by using Eq.~2! and the corresponding
value ofU is obtained by solving Eq.~1!. The value ofus is taken
as 105 deg for the calculation ofb̄o . Figure 4 shows the numeri-
cal predictions obtained from the present model and DR model on
the variation ofR with t for St50.027 along with the experimental
trace taken from Attinger et al.@26#. As seen in Fig. 4, the predic-
tions ofR made by using the present model agree with experimen-

tal results in qualitative comparisons. Nevertheless a better pre-
diction of the maximum spreading droplet radius is seen from the
present model results compared to the results obtained from DR
model. The variation of the maximum spreading droplet radius,
(2R/D)max, at which the radial velocity of the spreading molten
liquid layer is zero, with St is shown in Fig. 5. It is clearly seen
from Fig. 5 that the present model is improved the quantitative
predictions ofRmax significantly.

The above results clearly indicate that the present modified
model shows better predictions for the droplet spreading process
without solidification. In the case of the droplet spreading with
solidification, an improved quantitative agreement for the maxi-
mum spreading droplet radius is obtained. It is also emphasized
here that the present model with modified initial conditions is
eliminated the adjustable parameter« used in previous models
@13,15–18#without losing the salient features of the original
model. Although the present predictions for the droplet spreading
with solidification agree only on the qualitative terms, it may be
possible to improve the predictions further by including the effect
of wettability, energy losses due to solidification, and thermal
contact resistance@23# in the governing equation and initial
conditions.

Fig. 3 Comparison of the model predictions on the evolution
of the spreading droplet radius „R… for the impact of a water
droplet with DÄ3.7 mm and WÄ1.48 mÕs „ReÄ6980 and We
Ä114…. The experimentally measured value of the dynamic con-
tact angle, uÄ49° is used for the present calculations.

Fig. 4 Comparison of the model predictions on the evolution
of the droplet spreading radius „R… with solidification for a mol-
ten solder droplet of DÄ81.4 mm and WÄ1.52 mÕs impinging
on a substrate with ToÄ135°C

Fig. 5 Present model predictions on the variation of the maxi-
mum spreading droplet radius with St for the impact of molten
solder droplets with DÄ81.4 mm and WÄ1.52 mÕs
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Conclusion
The initial conditions employed in Madejski’s splat quench so-

lidification model are modified by considering a more realistic
approach in which the initial conditions are estimated at a definite
time after the start of impact. With the current approach, the arbi-
trary parameter involved in the previous models employing Made-
jski’s approach for the estimation of initial conditions can be re-
moved. The results obtained from the present model are compared
with the previous model results and experimental results reported
in the literature. It is observed that the present modified model
shows better agreements with the experimental results.
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parameterL0 at high temperatures. More accurate values of these coefficients are presented below in the revised versions of these
tables. Authors are grateful to Dr. B. Abramzon for drawing their attention to this inconsistency of the paper.

Table 1

Type of fuel Rmin/mm Rmax/mm a0 a1 (K21) a2 (K22) b0 b1 (K21) b2 (K22)

Yellow
unboiled

5 50 0.10400 20.054320 0.008000 0.49162 0.098369 20.007857

Yellow
unboiled

5 100 0.12358 20.066360 0.010000 0.42402 0.115583 20.009886

Yellow
unboiled

5 200 0.01689 20.094840 0.014800 0.31518 0.146189 20.014057

Yellow
unboiled

2 50 0.10350 20.053210 0.007980 0.49590 0.096781 20.007632

Yellow
unboiled

2 200 0.15412 20.085400 0.013200 0.33988 0.138394 20.013029

Pink unboiled 5 50 0.08876 20.046280 0.006800 0.44544 0.131457 20.013714
Pink unboiled 5 100 0.09654 20.050609 0.007457 0.41346 0.136374 20.014029
Pink unboiled 5 200 0.11596 20.061626 0.009171 0.35694 0.141951 20.014143
Pink unboiled 2 50 0.09040 20.046110 0.006724 0.44300 0.129870 20.012980
Pink unboiled 2 200 0.11116 20.058757 0.008714 0.36804 0.138994 20.013829
Yellow boiled 5 50 0.10930 20.056446 0.008171 0.50826 0.079017 20.007314
Yellow boiled 5 100 0.13188 20.069380 0.010200 0.44010 0.087643 20.007686
Yellow boiled 5 200 0.18430 20.100843 0.015286 0.33048 0.109137 20.009714
Yellow boiled 2 50 0.10800 20.054320 0.008014 0.51330 0.078932 20.007312
Yellow boiled 2 200 0.16624 20.090011 0.013543 0.35550 0.104551 20.009343
Pink boiled 5 50 0.07160 20.031469 0.004057 0.44202 0.177531 20.022343
Pink boiled 5 100 0.07786 20.033474 0.004229 0.41654 0.169563 20.021686
Pink boiled 5 200 0.09168 20.035854 0.004029 0.38168 0.139197 20.016714
Pink boiled 2 50 0.07250 20.030875 0.004032 0.44220 0.017540 20.022120
Pink boiled 2 200 0.08784 20.034866 0.003971 0.38976 0.141946 20.016771
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Table 2

Type of
fuel Rmin/mm Rmax/mm a0 a1 (K1) a2 (K22) a3 (K23) a4 (K24) b0 b1 (K21) b2 (K22) b3 (K23) b4 (K24)

Yellow
unboiled

5 50 20.0417 0.28362 20.26836 0.09526 20.011767 0.9671 20.9761 0.84533 20.28534 0.034233

Yellow
unboiled

5 100 20.0442 0.32398 20.31034 0.11081 20.013733 0.8819 20.9163 0.80674 20.27215 0.032533

Yellow
unboiled

5 200 20.0463 0.40945 20.40219 0.14532 20.018133 0.7496 20.8308 0.75706 20.25621 0.030533

Yellow
unboiled

2 50 20.0440 0.27981 20.25981 0.09478 20.011520 0.9798 20.9698 0.85673 20.27982 0.033134

Yellow
unboiled

2 200 20.0474 0.38577 20.37553 0.13517 20.016833 0.7824 20.8579 0.77432 20.26198 0.031267

Pink
unboiled

5 50 20.0565 0.29014 20.26793 0.09457 20.011667 0.9862 21.1016 0.97560 20.33451 0.040567

Pink
unboiled

5 100 20.0621 0.31707 20.29294 0.10345 20.012767 0.9636 21.1152 0.98742 20.33765 0.040833

Pink
unboiled

5 200 20.0720 0.37382 20.34642 0.12240 20.015100 0.8995 21.0880 0.96582 20.32892 0.039600

Pink
unboiled

2 50 20.0570 0.29030 20.26583 0.09352 20.011392 0.9681 21.1009 0.96537 20.27613 0.042184

Pink
unboiled

2 200 20.0689 0.35806 20.33151 0.11706 20.014433 0.9063 21.0819 0.95965 20.32700 0.039400

Yellow
boiled

5 50 20.0395 0.28796 20.27275 0.09658 20.011900 0.9388 20.9035 0.78188 20.26714 0.032433

Yellow
boiled

5 100 20.0409 0.33132 20.31734 0.11285 20.013933 0.8375 20.8168 0.71621 20.24414 0.029533

Yellow
boiled

5 200 20.0410 0.42355 20.41523 0.14897 20.018467 0.6954 20.7176 0.64863 20.22082 0.026567

Yellow
boiled

2 50 20.0420 0.27893 20.26731 0.09367 20.016721 0.9596 20.9007 0.76258 20.25817 0.031425

Yellow
boiled

2 200 20.0432 0.39663 20.38514 0.13767 20.017033 0.7331 20.7515 0.67277 20.22896 0.027567

Pink
boiled

5 50 20.0850 0.32863 20.28769 0.09964 20.012200 1.4481 22.1310 1.84306 20.63536 0.077600

Pink
boiled

5 100 20.0848 0.34028 20.29836 0.10326 20.012633 1.2870 21.8292 1.59459 20.55092 0.067333

Pink
boiled

5 200 20.0906 0.38067 20.33095 0.11353 20.013800 1.1103 21.5294 1.32851 20.45711 0.055700

Pink
boiled

2 50 20.0970 0.31872 20.27829 0.09872 20.021091 1.6235 22.5023 0.18522 20.63022 0.085020

Pink
boiled

2 200 20.0973 0.38854 20.33685 0.11562 20.014067 1.2056 21.7258 1.48863 20.51140 0.062300
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